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       i Preface Welcome to the Volume 9 Number 1 of the International Journal of Design, Analysis and Tools for Integrated Circuits and Systems (IJDATICS). This volume is comprised of research papers from the International Conference on Recent Advancements in Computing in AI, Internet of Things (IoT) and Computer Engineering Technology (CICET), October 26-28, 2020, Taipei, Taiwan. CICET 2020 is hosted by The Tamkang University amid pleasant surroundings in Taipei, which is a delightful city for the conference and traveling around. CICET 2020 serves a communication platform for researchers and practitioners both from academia and industry in the areas of Computing in AI, IoT, Integrated Circuits and Systems and Computer Engineering Technology. The main target of CICET 2020 is to bring together software/hardware engineering researchers, computer scientists, practitioners and people from industry and business to exchange theories, ideas, techniques and experiences related to all aspects of CICET. Recent progress in Deep Learning (DL) has unleashed some of the promises of Artificial Intelligence (AI), moving it from the realm of toy applications to a powerful tool that can be leveraged across a wide number of industries. In recognition of this, CICET 2020 has selected Artificial Intelligence and Machine Learning (ML) as this year’s central theme. The Program Committee of CICET 2020 consists of more than 150 experts in the related fields of CICET both from academia and industry. CICET 2020 is organized by The Tamkang University, Taipei, Taiwan and co- organized by AI University Research Centre (AI-URC) and Research Institute of Big Data Analytics (RIBDA), Xi’an Jiaotong-Liverpool University, China as well as supporting by:  Swinburne University of Technology Sarawak Campus, Malaysia  Baltic Institute of Advanced Technology, Lithuania  Taiwanese Association for Artificial Intelligence, Taiwan  Trcuteco, Belgium  International Journal of Design, Analysis and Tools for Integrated Circuits and Systems  International DATICS Research Group The CICET 2020 Technical Program includes 2 invited speakers and 19 oral presentations. We are beholden to all of the authors and speakers for their contributions to CICET 2020. On behalf of the program committee, we would like to welcome the delegates and their guests to CICET 2020. We hope that the delegates and guests will enjoy the conference. Professor Ka Lok Man, Xi’an Jiaotong-Liverpool University, China; Swinburne University of Technology Sarawak, Malaysia and imec-DistriNet, KU, Leuven, Belgium Dr. Woonkian Chong, SP Jain School of Global Management, Singapore Chairs of CICET 2020 ii Table of Contents Vol. 9, No. 1, November 2020 Preface ………………………………………………………………………………....... i Table of Contents ……………………………………………………………………….. ii 1. Chien-Chang Chen, Chen Chang, Chien-Hua Chen, I-Cheng Chen, Cheng-Shian Lin, 1 Shooting Estimation Technique Based on the OpenPose System 2. Shin-Jia Hwang, Hao Chung, Android Malware Detector Using Deep Learning Hybrid 3 Model 3. Chien-Chang Chen, Wei-Kang Duan, Cheng-Shian Lin, A Hybrid Deep Fusion Neural 22 Network for Copy-Move Forgery Detection 4. Shao-Hsien Lo, Chi-Yi Lin, Hui-Huang Hsu, Implementation of Hierarchical Broker 15 Architecture Based on ActiveMQ for IoT Environment 5. Heng Jun Xi, Kamran Siddique, Jieming Ma, Sky Computing: A Path Forward 18 Toward the Cloud of Clouds, Xiamen University Malaysia 6. Danguolė Kalinauskaitė, Tomas Krilavičius, Methodology for Determining the 24 Informativity of Lithuanian Texts 7. Milita Songailaitė, Vytautas Rafanavičius, Tomas Krilavičius, Visual Tools for Network 29 Flow Monitoring and Anomalies Detection 8. Yujia Zhai, Ruilin Wang, Jie Zhang, Jieming Ma, Kejun Qian, Sanghyuk Lee, 34 Positioning Control of a Cart-Pendulum System with Vibration Suppression 9. Yuhao Sun, Gabriela Mogos, Data Analysis of Medical Images 37 10. Yuxuan Zhao, Jie Zhang, LSTM-based Model for Unforeseeable Event Detection from 41 Video Data 11. Dou Hong, Liu Yang, Jieming Ma, A CNN-LSTM based Power Output Forecasting 45 Model for Photovoltaic Systems 12. Shuaibu Musa Adam, Huiqing Wen, Jieming Ma, Kangshi Wang, An Improved P&O 48 MPPT Method using Boost Converter for Photovoltaic Applications 13. Veronika Gvozdovaitė, Aušrinė Naujalytė, Justina Mandravickaitė, Tomas Krilavičius, 54 An Overview of the Lithuanian Hate Speech Corpus iii 14. Chia-Hao Hsu, Chuan-Feng Chiu, Shwu-Huey Yen, Two-Branch Net for Zero Shot 58 Learning Using Patch Features 15. Jean-Yves Le Corre, Constructivist-based Model in On-line Learning in Business 65 Education: an explorative experimental study 16. Jiamin Chen, Jieming Ma, Lessons for Online Learning During the COVID-19 68 Pandemic Period 17. Jonas Uus, Tomas Krilavicius, Synthetic Dataset Generation for Object Detection 71 Using Virtual Environment 18. Danny Hughes, Fan Yang, Thien Duc Nguyen, Towards Practical Ambient RF Energy 75 Harvesting for the Internet of Things 19. Muchoel Kim,Blockchain-based Distributed Data Management for Enhanced Data 78 Integrity INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTERGRATED CIRCUITS AND SYSTEMS, VOL. 9, NO. 1, NOVEMBER 2020 Shooting Estimation Technique Based on the OpenPose System Chien-Chang Chen, Chen Chang, Chien-Hua Chen, I-Cheng Chen, Cheng-Shian Lin Abstract— A good basketball shooting is the coordination of the [2]. The starting feature is the time that the knee exceeding the whole body, not only on the posture or strength of the hand. This tip of the toe. The ending feature is the time that the study selects human joint points to analyze the relationship between the pros and cons of shooting posture and the hit ratio. In elbowreaching the highest point. Therefore, the OpenPose this study, a shooting period is first calculated from human joint system [1] is adopted for acquiring human joint points to points, extracted from the OpenPose system, in a shooting video. calculate the starting and ending points of a shooting process. In each shooting period, the Bézier curve formed from these Five human joint points, right hand wrist, right hand elbow, human joint points is then computed for the further matching process. The final hit ratio is determined by using curve fitting right hand shoulder, right hip, and right knee, are adopted for method, K-NN classification method, and confusion matrix further matching process. analysis. Experimental results show that the proposed model can Since the joint points are acquired from a series of video estimate the shooting result with accuracy more than 80%. frames, the Bézier curves of five joint points in a shooting Index Terms— OpenPose, Bézier curve, K-NN period are independently acquired as trajectories. Moreover, the five curve similarity measurements are calculated for finding the best curve distance measurement, partial curve I. INTRODUCTION mapping (PCM) [3], area method [4], discrete fréchet distance Recently, the deep learning based human posture estimation method [5], curve length method [6] and dynamic time warping is widely studied. Furthermore, the powerful camera raises the [7], and each curve similarity algorithm will be calculated for application of sport analysis. For example, in various finding the best measurement between each person’s 20 shots. professional sports competitions, the video recorded in the Each shot is compared with other 19 shots for finding the k game is often used for post-match review and tactical analysis. closed curves by using five curve similarity algorithms. At last, The coach can clearly indicate the player's posture and standing the measurement of the shooting status, field goal or non-field position through the video of the game, which can not only goal, is calculated by the k-Nearest Neighbor (k-NN) algorithm. improve the training quality but also achieve effective We assume that all field-goal-shooting postures are closer communication, and avoid sports injuries caused by incorrect than non-field-goal shooting postures. The k-NN hypothesis is posture. Meanwhile, driven by the three-pointer of NBA star defined as: Stephen Curry, the tactics of basketball has completely changed 𝑘 at all levels in NBA. This tactic change lets players often take a ℎ(𝑥) = arg max ∑ 𝛿(𝑦, 𝑓(𝑥𝑖 )) (1) 𝑦∈{1…𝑡} shoot from the three-point line and the correct posture becomes 𝑖=1 more and more important. where δ denotes the Kroneck Delta function as defined in Eq. This study presents a shooting estimation system, when a (2). basketball shooting is performed, the human joint points are 1, if 𝑎 = 𝑏 𝛿(𝑎, 𝑏) = { (2) acquired from the shooting video and the OpenPose system [1]. 0, if 𝑎 ≠ 𝑏 The remaining of the paper is organized as follows. Section In this study, five curve similarity methods are adopted to Ⅱ depicts the proposed model. Experimental results are calculate the difference between the trajectory curves of five provided in Section Ⅲ. Section Ⅳ gives brief conclusion. joint points among each two shots by k-NN as defined by the following: II. THE PROPOSED MODEL 𝐶𝐷𝑎 (𝑥𝑛,𝑝 , 𝑥𝑚,𝑝 ) (3) This section shows the proposed model. Two important where a represents five curve similarity algorithms, x represents shooting features are presented for estimating a shooting period the trajectory curve of each shot, n represents one of 20 shots, m represents except for the nth shot, and p represents five joint points. Eventually, it will classify the input data into the most Chien-Chang Chen, Chen Chang, and Cheng-Shian Lin are with the probable category: Department of Computer Science and Information Engineering, Tamkang 1 University, Taipei, Taiwan. (email:ccchen34@mail.tku.edu.tw, 𝑃(𝑓(𝑥𝑖 ) = 𝑦|𝑋 = 𝑥) = ∑ 𝛿(𝑦, 𝑓(𝑥𝑖 )) (4) a22780911@gmail.com , 157446@mail.tku.edu.tw). 𝑘 𝑖∈𝐷𝑘 Chien-Hua Chen and I-Cheng Chen are with the Office of Physical Education, Tamkang University, Taipei, Taiwan. (email: ntnupejh@gms.tku.edu.tw, masa@mail.tku.edu.tw ) 1 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTERGRATED CIRCUITS AND SYSTEMS, VOL. 9, NO. 1, NOVEMBER 2020 This study uses two different distances to predict the data distinguished by field goal and missed, but the five-joint category. The detail of each distances are distributed in the trajectory curve cannot be used to predict their shooting. following. 1.Individual Difference Experiment: We use five curve similarity algorithms to calculate the difference between the trajectory curves of five joint points each two shots, which five joint points are wrist W, elbow E, shoulder S, hip H and knee K. After that, we use k-NN algorithm to predict each shooting status. 2.Total Difference Experiment: We add up the difference (a) (b) between the trajectory curves of the five joint points every Figure 1. Confusion matrix for 10 students. two shots, and use the k-NN algorithm as above to predict the shooting status. IV. CONCLUSIONS In individual difference experiment, there is an target This study presented an algorithm for estimating shooting function f(x)=y that assigns a class label y∈{0,1}, where 0 results through the OpenPose system. The experimental results represents the class non-filed goal, and 1 represents the class are concluded as follows. First, the students in general filed goal. And the curve similarity algorithm a is used to basketball class have better predicted results. Second, the determine the k curves of the same joint point p closest to the discrete Fréchet distance method performs best among these trajectory curve x of the joint point p: five curve distance algorithms. Third, results of total difference 𝐸𝑎,𝑘,𝑝 = {𝑥1,𝑝 , … , 𝑥𝑘,𝑝 }𝑎 , experiment are better than results of individual difference 𝑝 = {𝑊, 𝐸, 𝑆, 𝐻, 𝐾} (5) experiment. Therefore, the prediction of the trajectory curve of the joint REFERENCES point p of a player’s one shot is defined as: [1] Z. Cao, G. Hidalgo, T. Simon, S.-E. Wei and Y. Sheikh, 1 “Realtime multi-person 2D pose estimation using part 𝑃(𝑓(𝑥𝑖 ) = 𝑦|𝑋 = 𝑥) = ∑ 𝛿(𝑦, 𝑓(𝑥𝑖 )) (6) affinity fields,” IEEE Conference on Computer Vision and 𝑘 𝑖∈𝐸𝑎,𝑘,𝑝 Pattern (CVPR), 2017, pp. 7291-7299. On the other hand, there is also an target function f(x)=y that [2] M. Nakai, . Y. Tsunoda, H. Hayashi and H. Murakoshi, assigns a class label y∈{0,1}, where 0 represents the class non- “Prediction of basketball free throw shooting by filed goal, and 1 represents the class filed goal. And the curve OpenPose,” Japanese Society for Artificial Intelligence similarity algorithm a determines the other k shots closest to the International Symposia on Artificial Intelligence: New nth shot Frontiers in Artificial Intelligence, 2018, pp. 435-446. 𝐸𝑎,𝑘 = {𝑥1 , … , 𝑥𝑘 }𝑎 (7) [3] K. Witowski and N. Stander, “Parameter identification of The distances are: hysteretic models using partial curve mapping,” 12th AIAA Aviation Technology, Integration, and Operations ∑ 𝐶𝐷𝑎 (𝑥𝑛,𝑝 , 𝑥𝑚,𝑝 ) (8) (ATIO) Conference and 14th AIAA/ISSMO 𝑝∈{𝑊,𝐸,𝑆,𝐻,𝐾} Multidisciplinary Analysis and Optimization Conference, Therefore, the prediction of the shooting posture of a player’s 2012. one shot is defined as: [4] C. F. Jekel, G. Venter, M. P. Venter, N. Stander and R. T. 1 Haftka, “Similarity measures for identifying material 𝑃(𝑓(𝑥𝑖 ) = 𝑦|𝑋 = 𝑥) = ∑ 𝛿(𝑦, 𝑓(𝑥𝑖 )) (9) 𝑘 parameters from hysteresis loops using inverse analysis,” 𝑖∈𝐸𝑎,𝑘 International Journal of Material Forming, vol. 12, pp. III. EXPERIMENTAL RESULTS 355–378, 2019. In this section, we carry out 200 shots in general basketball [5] H. Alt and M. Godau, “Computing the fréchet distance class players to test the performance of the proposed model. between two polygonal curves,” International Journal of Figure 1. shows that the confusion matrix of 10 students in Computational Geometry & Applications, vol. 05, pp. 75- general basketball classed using the discrete fréchet distance 91, 1995. method [5-9] in the two experiments. Fig. 1(a) represent to [6] A. Andrade-Campos, R. de-Carvalho and R. A. F. Valente, experimental result of individual difference experiment, and “Novel criteria for determination of material model Fig. 1(b) represent to experimental result of total difference Parameters,” International Journal of Mechanical experiment. The results show that total difference experiment Sciences, vol. 54, pp. 294-305, 2012. is better than individual difference experiment, and the [7] F. Petitjean, A. Ketterlin and P. Gançarski, “A global accuracy rate is as high as 80%. It shows that the shooting averaging method for dynamic time warping, with posture of students in general basketball classes can be applications to clustering,” Pattern Recognition, vol. 44, pp. 678-693, 2011. 2 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTERGRATED CIRCUITS AND SYSTEMS, VOL. 9, NO. 1, NOVEMBER 2020 An Android Malware Detector Using Deep Learning Hybrid Model Shin-Jia Hwang, Hao Chung Abstract— Deep learning approach with static analysis is Many proposed machine learning algorithms [4, 5] find out useful to detect malware apps. Due to the evolution of malware apps and the new version of the Android operating system, new the characteristic features of malware apps and classify extra features should be added to increase accuracy rates. To whether or not unknown apps are malware using those found add new features, most of the proposed deep learning models features. Being compared with signature-based detection, should be totally retrained again. To avoid total retrain, a machine learning detection reduces the required resource for flexible, adaptable, and efficient deep neural network learning hybrid model is proposed. This hybrid model contains two detection. However, in machine learning, human must be neural networks: initial neural network and final neural network. involved to find characteristic features, so some researches use The initial one is flexible to extract multiple feature sets while the deep learning to final one is efficient and good at malware app detection. The find out the characteristic feature of malware apps and then to flexibility means that the initial network can be adjusted for new features. Adaptable property means that the neural network can detect them. be easily modified weights periodically to maintain detection rate. The learning methods detecting malware apps are divided The efficiency means that re-training partially neural networks into two groups: Static and dynamic analysis. The static for maintaining detection rate. Our hybrid model using API calls analysis directly decompiles Android installation files, and permission feature sets is research-valuable and practical, because our accuracy rate is 98.15%. Android Application Package (APK for short), and then Index Terms— Malware app detection, malware apps, hybrid extracts the feature from the decompiled files which are models, Android, deep learning. AndroidManiFest.xml file and dex.classes. The dynamic analysis is to extract apps’ execution behavior as features. Sandbox is used to observe the malware apps’ execution I. INTRODUCTION behavior and then do the analysis. For the dynamic analysis, With the growing popularity of mobile devices, various Android Application Interface (API for short) function calls apps are developed for each kind of purpose. About the are extracted as features for detection in DroidScope [13] in market share rate of mobile devices operating system (OS), 2012. The instruction execution order is also considered as Android has reached 88% of market share in the second the dynamic features for malware detection in TaintDroid [14] quarter of 2018 [1]. Besides, the openness of Android OS and in 2014. However, the static analysis approach is more allowing users to download applications from third-party efficient than dynamic analysis. application markets are convenience of Android OS. Static analysis is based on the analysis of the APK files. However, Android also becomes the most targeted OS by the The APK file includes all apps’ information. The APK file is attackers. 850,000 malware apps have appeared in the mobile decompiled for retrieving the permission and the Application device platform since 2018 [2]. It is necessary to evolve Programming Interface (API) function call. Using the malware app detection. collected permissions and API function calls, some feature Some malware app detection approaches adopt signature- vectors are generated to represent the apps. These feature based detection to scan apps’ source code to identify malware vectors are used for machine learning or deep learning to apps. This approach requires huge manpower to determine detect malware apps. whether an app is malicious, so signature-based detection is In 2012, DroidMat [7] used the order of API calls and the inefficient for human to detect such a huge number of apps. components requires by the app as features for machine The major trend to enhance detection efficiency is to use learning classification and detection of malware apps. Then machine learning or deep learning. Huang et al. [8] uses permission as features for machine learning training and detection. Aung and Zax [9] also used All authors are with the Department of Computer Science and Information permissions as features, then they applied clustering algorithm Engineering, Tamkang University, Tamsui, New Taipei City, 251, Taiwan, to determine malware apps. In 2014, DroidLegacy [10] and R.O.C.(email: sjhwang@mail.tku.edu.tw, 606410420@s06.tku.edu.tw) DroidSIFT [11] used API calls as features for machine learning algorithm to detect malware app. In addition to the permission and the API call feature, Drebin [12] adds the hardware information, the software information, and the 3 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTERGRATED CIRCUITS AND SYSTEMS, VOL. 9, NO. 1, NOVEMBER 2020 environment included in the APK as features for malware decline of the detection rate is related to the continuous detection. development of new attack approaches by attackers. In In 2015, Pascanu et al. [15] first used the deep learning addition, Google constantly updates the hardware of mobile approach to detect Android malware apps. Next year, Yuan et devices and releases the new version of Android OS to fit the al. [16] applied static analysis to extract features and used new requirement periodically. These may affect the Deep Belief Network [17] to detect malware apps. development of the Android malware app on a new version Vinayakumar et al. [18] converted API calls into high- OS. These new type malware apps cause the detection rate of dimensional vectors. In [18], to capture the API call order, the a trained neural network to decline. To capture the new recursive neural networks (RNN for short) is adopted to learn malware apps, the malware detectors may need some new the static features of malware apps. They also adopt long features. short-term memory (LSTM for short) to capture the API call The change of apps’ features first impacts on the feature order. LSTM’s detection rate is better than RNN’s detection extraction. After comparing different models, it reveals that rate for malware detection [18]. Nix and Zhang [19] new features will changes the input vector dimension. When compared several machine learning and deep learning adding new features, the entire deep learning neural network approaches. According to their experiments, CNN model has must be retrained totally. Therefore, the change of the input higher detection rate than LSTM and some machine learning dimension and retraining of the entire network also cause a models. McLaughlin et al. [20] also applied CNN to scan the computational burden. API call order in apps. In 2018, MalDozer [21] converts API A flexible deep neural network malware detector will be calls into fixed-length vectors. Then, MalDozer collects these proposed to reduce the burden of retraining when the input vectors to form a fixed-format matrix for each app. On the dimension is changed. After comparing different deep neural fixed-format matrix, MalDozer applies CNN model for models, the CNN provides better detection result using the finding the app’s higher-level features for malware detection. feature of API call order. Moreover, CNN is insensitive to the In 2019, Kim et al. [22] proposed their multimodal scheme input dimension change, then the CNN contributes the greater which adopts multiple deep neural network (DNN for short) tolerance for adding new features. Due to the reduction of models for different feature categories. Kim et al. classifies retraining burden, the performance of our proposed detector apps’ features into five categories: Permissions, components, will be efficient to detect malware apps. Then the proposed environmental information, shared libraries, and API Calls. detector is more adaptable than the other detectors when They use multiple DNNs as sub-models, sub-DNN, for each adding new features. category. Then each sub-DNN learns the feature in only one Section 2 will briefly review DNN, and Kim et al.’s category. The output of these sub-DNNs is learned by a final multimodal scheme [22]. Our detector is described in Section DNN. The major advantage of Kim et al.’s multimodal 3. Our experiments and discussions are included in Section 4. scheme is flexibility that only a certain sub-DNNs have to be The last section is our conclusions. retrained for some new features. In the worst case, all sub- DNNs and final DNN should be retrained. II. REVIEW Moreover, Kim et al.’s model does not capture the feature A. Deep Learning Methodology of API call order but this is important for malware detections The deep learning method detecting malware apps is [18, 20]. In [21], the feature of API call order is captures for divided into several stages: feature extraction, model training, malware detection. Instead of the DNN sub-model, the RNN and generating classification results. [18] or CNN [20, 21] are good at the feature extraction of API call or API call orders. Therefore, a hybrid model consisting In the feature extraction stage, the sample data has to be of different neural network sub-models will have better pre-processed. These sample data are Android Application performance than Kim et al.’s multimodal models, being Package (APK), which are Android installation files and their inspired of our hybrid models [23, 24, 25] solving time series filenames ends with .apk. Our static analysis adopts the problems in bank systems [23, 24] or investment [25]. The Android reverse-engineering decompiler tools, APKtool [28] and Androguard [33]. Through reverse-engineering tools, the hybrid models in [23, 24, 25] may be integration of different machine learning models, machine learning models and neural permission and API Call information in apps are extracted as networks, or neural models. Our model is the first one the features. adopting hybrid deep neural network models to detect After decompiling the APK, the permission is included in malwares on Android OS. the AndroManifest.xml file and app’s execution source code is The characteristics of malware apps evolve over time [21, included in the classes.dex file. The source code of apps is called Dalvik bytecode, i.e., Android operating code. A 26]. The detection rate for malware apps will gradually decrease over time for the trained neural networks [21]. Allix classes.dex file is composed by Java classes, which consist of et al. [26] also find malware apps mutation over time. API calls. These API calls are composed by Dalvik bytecodes. The API call is considered with a basic code block in [21]. As the number of mobile devices continues rising, more The executing order of API call represents the execution attackers are attracted to develop new hacking skills. Thus the behavior of an app. 4 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTERGRATED CIRCUITS AND SYSTEMS, VOL. 9, NO. 1, NOVEMBER 2020 In the model training stage, a suitable deep learning model divides into three stage: feature extraction stage, model is necessary for malware detectors. The deep learning training training stage, and detection stage. target is to find the suitable weights in the neural networks to A. Feature Extraction Stage minimize the error with the learning target. To minimize the error, the usual way is to use gradient descent approach. In Due to the light burden benefit of the static analysis, the the generating classification result stage, the trained features are extracted from the source code directly. Through parameters are tested by detecting some testing apps that may the reverse engineering, the characteristic features of Android be malware. For new/unknown malware apps, the detector apps are obtained by APKtool and Androguard. The with trained parameters is used quickly detect malware apps. extraction way is the same both for malware apps and benign apps. While new app comes, our mechanism can undergo B. Kim et al.’s Multimodal Deep Learning Method automatic feature extraction. It can considerably solve the Kim et al.’s method [22] is the first one adopting different problem of manpower consumption. independent sub-DNNs to learn different feature groups, respectively. Their architecture allows to specialize each DNN sub-model in different feature groups. Then multimodal uses the appropriate model to find the relationship between features, which improves the ability of malware app detection. The output of those neural network modes are fully connected to the final DNN as a malware classifier. There are five feature groups considered in [22]. Fig. 2. Hybrid Model Architecture Fig. 3. The Architecture of CNN Sub-model In the feature extraction, our scheme extracts two kinds of feature sets: Permission and API call. Permissions come from AndroidManifest.xml file. API calls come from classes.dex Fig. 1. Multimodal Architecture [22] file. For permission feature sets, the feature representation of each app is one-hot encoding vector. In the overall architecture showed in Fig. 1, the To capture the execution order of each app, different permission/component/environmental feature vector adopts encoding scheme is used to generate the sequence vector for one-hot encoding, but the API call’s feature vector is encoded each app. Each app contains many API calls. Our scheme using similarity-based feature vector. The similarity-based has a dictionary in which each element is a pair (serial number, method is adopted to compare apps’ opcode frequency with API calls). If some totally new API calls is found, the new the malicious feature database. Each app will be counted by API call is added into the dictionary and has a new serial the number of different opcodes to get the feature vector. number. Using the dictionary, the sequence vector of an app Through the similarity-based feature vector generation, the is the vector (SN1, SN2, …, SNn), where SNi is the serial feature vector would ignore the opcodes’ execution order. number of ith method in the app. However, apps vary in The opcodes’ execution order could represent the behavior of length, so the corresponding sequence vector also vary in the app. Thus, to examine the execution order could improve length. To make the same length of sequence vector, the the malware detection rate. padding zero values are adopted. Assume the maximum length of sequence vector is MAX, then the final sequence III. OUR HYBRID MODEL SCHEME vector for (SN1, SN2, …, SNn) is (SN1, SN2, …, SNn, 0, 0, …, Our overall architecture is given in Fig. 2. Our goal is to 0) with length MAX if n<Max; otherwise the final sequence achieve a flexible, adaptable, and efficient deep learning vector is (SN1, SN2, …, SNn). model for malware app detection. Two groups of feature sets, B. Model Training Stage permission and API call, are considered. Each feature set adopts appropriate feature vector generation, separately. Each In the model training stage, our scheme constructs different generated feature vector group is fed into appropriate sub-model to two different features, the permission and the classification sub-model. Then, the outputs of all sub-models’ API call. Then, the result of each sub-model will be fed to the are fed as input for final model classification. Our scheme final DNN to decide whether the app is a malware. For the 5 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTERGRATED CIRCUITS AND SYSTEMS, VOL. 9, NO. 1, NOVEMBER 2020 permission feature set, two two-layer DNNs are adopted to weights between neurons to improve the detection rate. The learn the characteristic features, separately. Each DNN’s label is given to evaluate the trained model with different input is one-hot encoding vector, then each DNN conducts hyper-parameters. The hyper-parameters are shown in Table classification by its hidden layers. For the permission feature 1. set, the input dimension of its two-layer DNN is the maximum number of all possible used permissions in the dataset. Table 1: Hyper-parameter of Hybrid Model Sub-model For API call feature set, the execution order of API calls is Sub- Activation an important feature set to identify whether or not an app is a # Layers Options model Function malware. The API call’s order represents the app execution Output size: behavior. Because of the different purpose of malware and CNN 1 Embedding N/A 8 benignware apps, the API calls are developed in different way. 128 filters, Thus, the structure and execution order of API calls between CNN 2 Convolution kernel size: ReLU malware apps become different from that of benignware apps. 44 This big difference is useful to distinguish malware apps from Global benignware apps. In our scheme, the feature of the API call is CNN 3 Average N/A N/A the most considered feature than the permission feature. Pooling To capture the execution order of API calls, each app is first Neurons: transformed into a sequence vector (SN1, SN2, …, SNn) in Fully 128, feature extraction stage. Then, an embedding layer transform CNN 4 ReLU Connected Dropout: each sequence vector of an app into a two-dimensional 0.5 matrix/an image. Each sequence number SNi is an index Neurons: number between 1 and M, where M is the total number of the Fully 128, found API method class contained in the dictionary. The CNN 5 ReLU Connected Dropout: sequence number SNi is an index between 1 and M. The 0.5 embedding layer consists of an M  N matrix, where N is the Neurons: dimension of output and the M  N matrix is initialized Fully 128, randomly. After looking the MN matrix, the output of SNi is DNN 1 ReLU Connected Dropout: the SNith row vector. The embedding layer is trained with the 0.5 following neural networks. Finally, the output of embedding Neurons: layer is a MAX  N image. In our experiment, N is set to 8, Fully 128, due to our hardware restriction. DNN 2 ReLU Connected Dropout: After transforming into an image, the execution order of an 0.5 app’s API calls is preserved as the relative position relationship. As shown from some researches [20, 21], CNN C. Detection Stage has better ability to find the relationship of relative position In the detection stage, the model adopts the trained for images. Our scheme adopts CNN as the sub-model to parameters obtained in the model training stage to classify learn the API call feature set. The CNN is composed by apps. In our scheme, the pre-processing of the testing samples convolution layers and pooling layers as shown in Fig. 3. The is the same as the process of training samples. The testing pooling layer in our hybrid model adopts global average samples are also extracted two kinds of features, permission pooling. The global average pooling calculates the average of and API call. The permission feature set is adopted one-hot each filter’s output. Then the output of the global average encoding technique. The API call feature set is encoded with pooling layer is fed to a DNN which containing at least two a sequence vector. Through the same embedding layer, the hidden layers. Finally, the output of this DNN is the sequence vector transforms to an image. characteristic feature vector, whose length is fixed. Therefore, After the feature extraction, the trained detector is adopted the characteristic feature vector of an app represent the API to detect malware apps. The trained detector is evaluated by call execution order. the accuracy rate. Being related to accuracy rate, two other Among these two feature sets, there are two fixed length evaluated rates are precision and recall rates. The precision vectors from two sub-models, respectively. Then all two rate and recall rate are also considered to evaluate the model fixed length vectors are concatenated together. The classification ability. concatenated vector is fed into the final DNN. Using concatenated vectors, the final DNN is to classify whether or IV. EXPERIMENT RESULTS AND DISCUSSIONS not an app is malware. To detect malware apps, the final A. Datasets DNN’s output shows that the app is malware or benignware. Our learning strategy is supervised. Our training approach For training and evaluating our hybrid model, 32413 adopts gradient descent and back-propagation to update malware apps being released from May 2013 to March 2014 6 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTERGRATED CIRCUITS AND SYSTEMS, VOL. 9, NO. 1, NOVEMBER 2020 are from VirusShare [27]. On the other hand, 30000 benign Table 3: Performance Metrics for Our Hybrid Model Using apps being launched from January 2013 to December 2015 are Different Feature Sets from Google Play App Store [32]. In our dataset, the APK Hybrid Model Accuracy Precision Recall F1-score file size is restricted below than 30MB. The dataset in our experiments will be split into training dataset and testing API call + Permission 98.15% 98.29% 98.14% 98.22% dataset while training our hybrid model. According to [21], the 10-fold cross validation is used to evaluate our hybrid API call+ model. Permission + 98.06% 98.27% 98.00% 98.13% Shared library B. Experimental Environment Permission Our environment is constructed on Ubuntu 16.04 with Core + Shared 92.55% 91.42% 94.54% 92.95% Xeon W-2125 CPU, GeForce RTX 2080 GPU, and 32GB library RAM. To train our neural networks, the GPU accelerates the API call + 97.59% 98.12% 97.23% 97.67% Shared library huge numeric computation load for the deep learning algorithm and speedup the malware detection performance. E. Discussions Our hybrid model is implemented in Python. The Our hybrid model adopts appropriate sub-model to each implementation of neural network model adopts TensorFlow feature set, individually. Our sub-models are specialized in [30] and Keras [31]. classifying different feature set: CNN for API call feature set C. Our Hybrid Model Malware Detection Performance and DNN for permission feature set. CNN performs better in Our hybrid model is evaluated with the 10-fold cross image-type data [19], so the transforming of API calls into validation, that is, the training/testing dataset is split with images improve accuracy rate. Our hybrid model uses 90%/10%. For each training round, our hybrid model is different type of sub-model to classify malware and trained with 5 epochs. Our hybrid model’s learning rate benignware while [22] adopted the same type of sub-models strategy is adopted Adam approach [29]. The evaluation in classifying different feature sets. metrics are accuracy rate, precision rate, recall rate, and F1- For new API call, our proposed scheme adds the new API score. Table 2 shows our hybrid model average accuracy, call into the API call dictionary. Then the new API call precision, recall, and F1-score. dictionary is adopted for hybrid model training stage in order Table 2: Our Hybrid Model Evaluation Metrics to detect malware apps. Thus, our hybrid model acquires new Accuracy Precision Recall F1-score weights for detecting unknown apps. Moreover, CNN is less 98.15% 98.29% 98.14% 98.22% affected when the number of features changes, so our CNN sub-model is adaptable. When new types of malware apps Our model used the API call feature set and the permission appear or the new version of Android OS launches, CNN still feature set for malware app detection. The experiment for provides better resiliency to accommodate new samples and 32413 malware apps and 30000 benignware apps achieves new features. For DNN sub-model, adding new feature of accuracy 98.15%, which is the mean value of 10-fold’s results. permission feature may need to re-train the DNN sub-model. D. Effectiveness of Hybrid Model But, for the training time of DNN, the re-training time of Table 3 shows our experiment results. Our experiment DNN is much less than training time of CNN model. Due to shows that our hybrid model using API call and Permission the balance of performance and efficiency, our hybrid model feature sets achieves highest accuracy rate/precision rate/recall could partially re-train the model for malware app detection. rate/F1-score. In our experiments, our hybrid model using The partially re-training of sub-DNN is adaptable to deal with API call, permission, and shared library feature sets for the change dimension of the permission feature set. Thus, our malware app detection achieve 98.06% accuracy rate and hybrid model adopts different kinds of models’ advantages 98.13% F1-score. These results are slightly lower than our and then combines the advantages in order to detect the hybrid model using only API call and permission feature sets. known/unknown malware apps. The shared library could not improve the detection accuracy V. CONCLUSIONS rate because malware app and benignware app may use the For malware app detection, our hybrid model is the first one same libraries for app’s execution. The important feature set adopting hybrid deep neural network models to achieve for malware app detection are API call feature set and flexibility, adaptability, and efficiency. The flexibility is that permission feature set. Moreover, the efficiency of our hybrid our hybrid model could tolerate the change of feature set to model using only API call and permission feature sets is better achieve higher detection rate. The adaptability is that our than the efficiency of our hybrid model using API call, hybrid model could update the weights periodically for permission, and shared library feature sets. Moreover, the malware app detection to accommodate the new version of detection model including the share library feature set decline android OS version and new attacks. The efficiency is our the accuracy rate/ precision rate/ recall rate/ F1-score a little. hybrid model only need partial retrain for adding new feature 7 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTERGRATED CIRCUITS AND SYSTEMS, VOL. 9, NO. 1, NOVEMBER 2020 without retraining entire neural network model. Our [13] L. K. Yan and H. Yin, “DroidScope: Seamlessly experiments show that our model achieves higher accuracy Reconstructing the OS and Dalvik Semantic Views for rate than the detector using single feature set. Our model Dynamic Android Malware Analysis,” in Proceedings of achieves a balance between performance and efficiency 21st USENIX Security Symposium, 2012, pp. 569–584. without retraining entire model for high detection rate. So our[14] W. Enck, P. Gilbert, B.-G. Chun, L. P. Cox, J. Jung, P. hybrid model is suitable and effective for Android malware McDaniel, and A. N. Sheth, “TaintDroid: An detection. Information-Flow Tracking System for Realtime Privacy REFERENCES Monitoring on Smartphones,” ACM Transactions on Computer Systems, vol. 32, no. 2, p. 5, 2014. [1] Statista. [Online]. Available: [15] R. Pascanu, J. W. Stokes, H. Sanossian, M. Marinescu, https://www.statista.com/statistics, Accessed: Dec. 17, and A. Thomas, “Malware Classification with Recurrent 2018. Networks,” in IEEE International Conference on [2] C. Lueg, “New malware every 10 seconds,” G Data, Acoustics, Speech, and Signal Processing (ICASSP), Apr. Bochum, Germany, Tech. Rep., May 2018. [Online]. 2015, pp. 1916–1920. Available: [16] Z. Yuan, Y. Lu, and Y. Xue, “Droiddetector: Android https://www.gdatasoftware.com/blog/2018/05/30735- Malware Characterization and Detection Using Deep new-malware-every-10-seconds Learning,” Tsinghua Science and Technology, vol. 21, no. [3] N. Peiravian and X. Zhu, “Machine Learning for 1, pp. 114–123, Feb. 2016. Android Malware Detection Using Permission and API [17] Y. Bengio, “Learning Deep Architectures for AI,” Calls,” in Proceedings of IEEE 25th International Foundations and Trends in Machine Learning, vol. 2, no. Conference on Tools with Artificial Intelligence, 2013, 1, pp. 1–127, 2009. pp. 300-305. [18] R. Vinayakumar, K. P. Soman, and P. Poornachandran, [4] Y. LeCun, Y. Bengio, and G. Hinton, "Deep Learning," “Deep Android Malware Detection and Classification,” Nature, vol. 521, pp. 436-444, 2015. in IEEE International Conference on Advances in [5] I. Goodfellow, Y. Bengio and A. Courville, Deep Computing, Communications and Informatics (ICACCI), Learning, An MIT Press book, 2016. 2017, pp. 1677–1683. [6] J. Schmidhuber, “Deep learning in neural networks: An [19] R. Nix and J. Zhang, “Classification of Android Apps overview,” Neural Networks, vol. 61, 2015, pp. 85-117. and Malware Using Deep Neural Networks,” in IEEE [7] D.-J. Wu, C.-H. Mao, T.-E. Wei, H.-M. Lee, and K.-P. International Joint Conference on Neural Networks Wu, “DroidMat: Android Malware Detection through (IJCNN), May 2017, pp. 1871–1878. Manifest and API Calls Tracing,” in Proceeding of the [20] N. McLaughlin, J. M. d. Rincon, B. Kang, S. Yerima, P. Seventh Asia Joint Conference on Information Security Miller, S. Sezer, Y. Safaei, E. Trickel, Z. Zhao, A. (Asia JCIS), Aug. 2012, pp. 62–69. Doupe, and G. J. Ahn, "Deep Android Malware [8] C.-Y. Huang, Y.-T. Tsai, and C.-H. Hsu, “Performance Detection," in Proceedings of the Seventh ACM Evaluation on Permission-Based Detection for Android Conference on Data Application Security and Privacy Malware,” in Advances in Intelligent Systems and (CODASPY), 2017, pp. 301-308. Applications (Smart Innovation, Systems and [21] E. B. Karbab, M. Debbabi, A. Derhab, D. Mouheb, Technologies), vol. 2. Berlin, Germany: Springer, 2013, “Maldozer: Automatic Framework for Android Malware pp. 111–120. Detection Using Deep Learning,” in Digital Investigation, [9] Z. Aung and W. Zaw, “Permission-Based Android vol. 24, Supplement, Mar. 2018, pp. S48–S59. Malware Detection,” International Journal of Science [22] T. Kim, B. Kang, M. Rho, S. Sezer, and E. G. Im, “A and Technology Research, vol. 2, no. 3, pp. 228–234, Multimodal Deep Learning Method for Android 2013. Malware Detection Using Various Features,” IEEE [10] L. Deshotels, V. Notani, and A. Lakhotia, “DroidLegacy: Transactions on Information Forensics and Security, vol. Automated Familial Classification of Android Malware,” 14, no. 3, Mar. 2019, pp. 773-788. in Proceedings of ACM SIGPLAN on Program [23] T.-P. Liang, J. S. Chandler, and I. Han, “Integrating Protection Reverse Engineering Workshop, 2014, Article Statistical and Inductive Learning Methods for no. 3. Knowledge Acquisition,” in Expert Systems with [11] M. Zhang, Y. Duan, H. Yin, and Z. Zhao, “Semantics- Applications, vol. 1, no. 4, 1990, pp. 391-401. Aware Android Malware Classification Using Weighted [24] K. C. Lee, I. Han, and Y. Kwon, “Hybrid Neural Contextual API Dependency Graphs,” in Proceedings of Network Models for Bankruptcy Predictions,” in ACM Conference on Computer and Communications Decision Support Systems, vol. 18, no. 1, Sep. 1996, pp. Security (CCS), 2014, pp. 1105–1116. 63-72. [12] D. Arp, M. Spreitzenbarth, M. Hübner, H. Gascon, and K. [25] G. P. Zhang, “Times Series Forecasting Using a Hybrid Rieck, “DREBIN: Effective and Explainable Detection ARIMA and Neural Network Model,” in of Android Malware in Your Pocket,” in Proceedings of Neurocomputing, vol. 50, Jan. 2003, pp. 159-175. the Symposium on Network Distributed System Security [26] K. Allix, T. F. Bissyandé, J. Klein, and Y. L. Traon, “Are (NDSS), vol. 14, 2014, pp. 23–26. Your Training Datasets Yet Relevant? An Investigation 8 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTERGRATED CIRCUITS AND SYSTEMS, VOL. 9, NO. 1, NOVEMBER 2020 into the Importance of Timeline in Machine Learning- [30] TensorFlow. Accessed: Dec. 2018. [Online]. Available: based Malware Detection,” in Engineering Secure https://tensorflow.org Software and Systems, vol. 8978 of LNCS, pp. 51–67, [31] Keras. Accessed: Dec. 2018. [Online]. Available: Switzerland: Springer, 2015. https://keras.io [27] VirusShare. Accessed: Dec. 2018. [Online]. Available: [32] Google Play Store. Accessed: Dec. 2018. [Online]. https://virusshare.com Available: https://play.google.com/store [28] APKtool. Accessed: Dec. 2018. [Online]. Available: [33] AndroGuard. Accessed: Dec. 2018. [Online]. Available: https://ibotpeaches.github.io/Apktool https://pypi.org/project/androguard [29] D. P. Kingma and J. Ba. (2014). “Adam: A Method for Stochastic Optimization.” [Online]. Available: https://arxiv.org/abs/1412.6980 9 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTERGRATED CIRCUITS AND SYSTEMS, VOL. 9, NO. 1, NOVEMBER 2020 A Hybrid Deep Fusion Neural Network for Copy-Move Forgery Detection Chien-Chang Chen, Wei-Kang Duan, Cheng-Shian Lin Abstract— This paper presents an efficiently hybrid strategy Recently, several researchers solve the copy-move forgery by using the deep learning structures to detect copy-move forgery regions in an image. The proposed scheme first detects copy- detection problem using deep neural network. Wu et al. [5] move replaced regions using SRM filter. These detected replaced presented BusterNet to detect copy-move regions and regions are then matched with other regions for checking the potential manipulation regions by two-branch architecture correctness of the replaced regions. At last, the Mask R-CNN is followed by a fusion module. In BusterNet, FCN [6] and BN- then adopted for detecting the overlapped objects that are highly similar to the detected replaced regions. Moreover, if no Inception [7] are bases of these mask detector. Zhou et al. [8] overlapped objects are detected, the proposed scheme adopts adopted the SRM filter layer to detect the manipulation Semantic Co-Segmentation Network to find the original copy- regions and used fast R-CNN [9] to train an end-to-end move regions. Experimental results show that the proposed network for detecting the tampered regions. Mukherjee et al. hybrid scheme can detect the copy-move regions under limited computation time. [10] presents the Siamese network for detecting similar Index Terms— Deep Neural Network, Copy-Move Forgery objects in test images. Detection, Feature matching, Object Detection, Semantic Co- In this paper, we present a hybrid method with combining Segmentation the SRM filter and two-branch architecture to detect copy- move regions in an image. Remaining of the paper is organized as follows. Section Ⅱ I. INTRODUCTION reviews related works about this study. Section Ⅲ shows the With the rapid growth of widely used over network, digital proposed models. Experimental results are demonstrated at images have become easier than ever to modify or synthesize. Section Ⅳ. Brief conclusions are given in Section Ⅴ. The study of digital image forensics verifies the trustworthiness of digital images, and this field has become an II. RELATED WORKS REVIEW important and exciting area of recent research. Digital image This section reviews important works on copy-move forensics can be categorized into active and passive detection. Section 2.1 introduces a Faster R-CNN based copy- approaches [1, 2]. One of the most well-known active move detection method [8]. Section 2.2 introduces the approaches is digital image watermarking [20], which embeds BusterNet for detecting copy-move image forgery regions watermark information into the host image. The extracted through deep neural network [5]. Section 2.3 introduces the watermarks authenticate the owner of the image. However, ORB feature matching method. Section 2.4 introduces the one drawback of image watermarking strategies is that the FLANN-Based feature matching method. watermark information must be embedded into the host image in advance. To overcome this pre- processing requirement 2.1 Faster R-CNN based copy-move detection method problem, passive approaches like copy–move forgery This section briefly introduces Zhou et al. presented copy- detection that do not need any pre-processing have been move forgery detection method [8]. Their proposed method is extensively studied in recent researches. based on a two-stream faster R-CNN network, in which one Over the past years, many copy–move forgery detection stream detects tampering regions and the other stream adopts schemes are presented, namely, DCT based [21], image noise features SRM filter for detecting tampered regions. moments based [3, 22], and SIFT-based [4, 23]. Some copy– Features extracted from these two streams are then combined move forgery detection schemes are also compared [24]. by a bilinear pooling layer to detect copy-move forgery regions. Figure 1 shows the Zhou et al.’s detection model. 2.2 BursterNet [5] This section introduces the Wu et al. presented BusterNet All authors are with the Department of Computer Science and Information for detecting copy-move image forgery regions through deep Engineering, Tamkang University, Taipei, Taiwan. (email: Cheng-Shian Lin 157446@mail.tku.edu.tw ). neural network [5]. BusterNet is a pure end-to-end deep neural network model. By using two branches, Mani-Det for detecting forgery regions and Semi-Det for original forgery 10 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTERGRATED CIRCUITS AND SYSTEMS, VOL. 9, NO. 1, NOVEMBER 2020 regions detection, copy-move forgery regions can be detected by combining these two detected results. Figure 2 shows the Wu et al.’s model, in which Mani-Det and Simi-Det are separately trained for obtaining their detected results and these two detected results are then combined by fusion method for acquiring final detection results. Figure 3. The proposed copy-move forgery detection model. The proposed hybrid structure includes a series of methods for obtaining copy-move regions. Moreover, the system mainly detects copy-move regions with significant objects. The proposed structure includes the following four steps. First, the proposed scheme adopts SRM filter and two-branch architecture for acquiring manipulation regions. Second, the ORB and FLANN-based matching methods are involved. Third, the mask R-CNN is adopted for acquiring the copy- Figure 1. Model of Zhou et al.’s detection method [8]. move regions by the matched features. At last, the object cosegmentation network [10] is trained for compensating the results for acquiring a better copy-move detection strategy. IV. EXPERIMENTAL RESULTS This section shows experimental results of the proposed scheme. Section 4.1 introduces our training and testing datasets. Section 4.2 depicts the experimental results of our proposed scheme. Figure 2. Model of Wu et al.’s detection method [5]. 4.1 Experimental Datasets 2.3 ORB feature extraction method Experiments in our model is performed by several famous Important features, acquiring high similarity between two datasets. Table 1 shows all kinds of images in our experiments, regions images, are important for further matching algorithm. in which some datasets including PascalVoc2007 ORB features [12], obtained from combining real-time FAST PascalVoc2012, MS COCO2014, CASISAv2, and keypoints [16] and oriented BRIEF features [17], forms a very CoMoFoDv2, are adopted as training datasets. Moreover, fast binary BRIEF-based descriptor. The ORB features has the some objects in these datasets images are remarked by advantages of rotation invariant and resistant to noise. ourselves. The last column in Table 1 lists Our final Therefore, our proposed method adopts ORB as the extracted experimental results are obtained by the copy-move images as features. the shown in last column of Table 1. Our experiments are performed on a PC with Intel i7-7600 2.4 FLANN-Based feature matching method CPU, 32G MB RAM, GeForce GTX 1080 Ti Graphics Card. Fast Library for Approximate Nearest Neighbors (FLANN) The system is simulated by Python3.6, Tensorflow1.8.0 and [13] performs fast approximate nearest neighbor searches in Pytorch1.1.0. Moreover, our experimental results are shown high dimensional spaces. FLANN adopts the randomized kd- by the COVERAGE dataset. tree algorithm, the hierarchical k-means tree algorithm, and Table 1. Datasets in our experiments. Training Validation Test Copy-move automatic selection of the optimal algorithm. The proposed Dataset images images images images scheme uses FLANN to acquire more matched objects. 9,963 5,011 PascalVoc2007 (24,640 (generated) objects) III. PROPOSED MODEL 11,54 PascalVoc2012 17,125 This section shows the presented model. The proposed 0 11,833 model is constructed from different functioned neural 82,783 (generated) networks. Figure 3 shows the proposed copy-move forgery MS (886K 40,504 44,775 (training: detection model. COCO2014 objects) 10761, test: 1,072) CASISA v2 1,183 130 1,313 CoMoFoD v2 10,400 5,000 COVERAGE 100 11 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTERGRATED CIRCUITS AND SYSTEMS, VOL. 9, NO. 1, NOVEMBER 2020 4.2.3 Segmentation 4.2 Experimental results After applying the previous steps, the copy-move regions The proposed scheme includes three major steps of copy- are detected and the mapping between these regions and the move detection, feature matching, and copy-move source remaining regions in the image are matched. By using the segmentation. matched features and mask R-CNN, the regions with 4.2.1 Copy-move Detection Model significant objects can be segmented. Figure 7 shows the Experiments in our model are performed by several famous segmentation result of the proposed scheme. datasets. First, the modifying regions in an image is trained by two methods, the faster R-CNN and VGG-16 CNN models with images in PascalVoc2007 are trained. After 40,000 epochs training, the loss function is reduced to 0.05 and the detection time is 0.4 second per image. Second, the ResNet model with images in CASIS v2 are trained. After 110,000 epochs training, the loss function is reduced to 0.02 and the detection time is 0.5 second per image. Figure 4 shows the copy-move detection results. (a) (b) Figure 7. The segmentation result by the matched features. Figure 4. The proposed copy-move detection results. For those images with no significant segmentation results, 4.2.2 Feature Matching method the cosegmentation network is applied for compensating the The modification regions, detected in previous copy-move detection results. By using 17,125 images from the detection step is then proposed. The ORB [12] and FLANN- PascalVoc2012 dataset, 2,626 images from the CASIA v2 based [13] are adopted to acquire the matching features for dataset, and 5,000 image s from the CoMoFoD dataset, the further segmentation. Figures 5 and 6 show the matching network is trained for detecting the copy-move regions. results of the ORB and FLANN-based methods, respectively. Figure 5. Matching result by the ORB method. Figure 8. The cosegmentation result. Figure 6. Matching result by the FLANN-based SIFT method. 12 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTERGRATED CIRCUITS AND SYSTEMS, VOL. 9, NO. 1, NOVEMBER 2020 4.2.3 Experimental Results Computer Vision and Pattern Recognition (CVPR), 2015, At last, total experimental results are demonstrated in this pp. 1–9. section. Figure 9 shows an example of copy-move detection [8] P. Zhou, X. Han, V. I. Morariu, L. S. Davis, “Learning results. Figure 9. (a) shows the original image and Figure 9. (b) rich features for image manipulation detection,” IEEE shows previous BusterNet’s [5] copy-move detected result. Conference on Computer Vision and Pattern Recognition Figure 9. (c) shows the ideal forged result and Figure 9. (d) (CVPR), 2018, pp. 1053–1061. shows our copy-move detected result. From our limited [9] S. Ren, K. He, R. Girshick, J. Sun, “Faster R-CNN: experimental results like Figures 9. (b) and (d), our proposed towards real-time object detection with region proposal scheme outperforms the BusterNet. networks,” International Conference on Neural Information Processing Systems (NIPS), 2015. [10] P. Mukherjee, B. Lall, S. Lattupally, “Object cosegmentation using deep Siamese network,” International Conference on Pattern Recognition and Artificial Intelligence (ICPRAI), 2018. [11] K. He, G. Gkioxari, P. Dollár, R. Girshick, “Mask R- CNN,” IEEE International Conference on Computer (a) (b) (c) (d) Vision (ICCV), 2017, pp. 2980–2988. Figure 9. Experimental results of the proposed hybrid [12] E. Rublee, V. Rabaud, K. Konolige, G. Bradski, “ORB: scheme. an efficient alternative to SIFT or SURF,” IEEE V. CONCLUSIONS International Conference on Computer Vision (ICCV), This paper presents a hybrid scheme for detected copy- 2011, pp. 2564–2571. move regions in an image. The proposed scheme adopts [13] Marius Muja and David G. Lowe, “Fast approximate previous works, including SRM forged detection, FLANN- nearest neighbors with automatic algorithm based matching, mask R-CNN, and cosegmentation method. configuration,” International Conference on Computer The proposed scheme outperforms the BusterNet under Vision Theory and Applications (VISAPP'09), 2009 obvious copy-move objects in the test image. Since our [14] K. Simonyan, A. Zisserman, “Very deep convolutional proposed scheme is based on objects, therefore, for those networks for large-scale image recognition,” copy-move regions not being an object may not be well International Conference on Learning Representations, detected. Detection both includes objects and backgrounds 2015. merit our future study. [15] Kaiming He, Xiangyu Zhang, Shaoqing Ren, Jian Sun, REFERENCES “Deep residual learning for image recognition,’’ IEEE Conference on Computer Vision and Pattern (CVPR), [1] C. C. Chen, H. Wang, C. S. Lin, “An efficiency 2016, pp. 770–778. enhanced cluster expanding block algorithm for copy- [16] E. Rosten and T. Drummond. “Machine learning for move forgery detection,” Multimedia Tools and highspeed corner detection,” European Conference on Applications, vol. 76, pp. 26503–26522, 2017. Computer Vision (ECCV), 2006, pp. 430–443. [2] H. Farid, “A survey of image forgery detection,” IEEE [17] M. Calonder, V. Lepetit, C. Strecha, and P. Fua. “Brief: Signal Processing Magazine, vol.2, pp. 16–25, 2009. Binary robust independent elementary features,’’ [3] S. X. Liao, M. Pawlak, “On the accuracy of Zernike European Conference on Computer Vision (ECCV), moments for image analysis” IEEE Trans. on Pattern 2010. Analysis and Machine Intelligence, vol. 20, no. 12, pp. [18] D. G. Lowe. “Distinctive image features from scale- 1358–1364, 1998. invariant keypoints,’’ International Journal of Computer [4] I. Amerini, L. Ballan, R. Caldelli, A. D. Bimbo, G. Serra, Vision, vol. 60, no. 2, pp. 91–110, 2004. “A SIFT-based forensic method for copy–move attack [19] Y. Gao, O. Beijbom, N. Zhang, T. Darrell, “Compact detection and transformation recovery,” IEEE Trans. on Bilinear Pooling,’’ IEEE Conference on Computer Information Forensics and Security, vol. 6, no. 3, Vision and Pattern Recognition (CVPR), 2016, pp. 317- 10991110, 2011. 332. [5] Y. Wu, W. Abd-Almageed, P. Natarajan, “BusterNet: [20] I. Cox, M. Miller, J. Bloom, J. Fridrich, T. Kalker, detecting copy-move image forgery with source/target “Digital watermarking and steganography,” 2nd edition, localization,” European Conference on Computer Vision (ECCV), 2018. Morgan Kaufmann, 2008. [6] J. Long, E. Shelhamer, T. Darrell, “Fully convolutional [21] Y. Cao, T. Gao, L. Fan, Q. Yang, “A robust detection networks for semantic segmentation,” IEEE Conference algorithm for copy-move forgery in digital image,” on Computer Vision and Pattern Recognition (CVPR), Forensic Science International, vol. 214, pp. 33–43, 2015, pp. 3431–3440. 2012. [7] C. Szegedy, W. Liu, Y. Jia, P. Sermanet, et al. , “Going [22] X. Bi, C. Pun, X. Yuan, “Multi-level dense descriptor deeper with convolutions,” IEEE Conference on and hierarchical feature matching for copy-move forgery 13 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTERGRATED CIRCUITS AND SYSTEMS, VOL. 9, NO. 1, NOVEMBER 2020 detection,” Information Science, vol. 345, pp. 226–242, [24] B. Soni, P. K. Das, D. M. Thounaojam, “CMFD: a 2016. detailed review of block based and key feature based [23] Y. Bin, X. Sun, H. Guo, Z. Xia, X. Chen, “A copy-move techniques in image copy-move forgery detection,” IET forgery detection method based on CMFD-SIFT,” Image Processing, vol. 12, no. 2, pp. 167–178, 2018 Multimedia Tools and Applications, vol. 77, pp. 214–227, 2018. 14 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTERGRATED CIRCUITS AND SYSTEMS, VOL. 9, NO. 1, NOVEMBER 2020 Implementation of Hierarchical Broker Architecture Based on ActiveMQ for IoT Environment Shao-Hsien Lo, Chi-Yi Lin*, and Hui-Huang Hsu single point of failure (SPOF) in the Pub/Sub architecture, Abstract— In recent years, a new network architecture called especially for a resource-constrained IoT device who plays the Publish/Subscribe (Pub/Sub) is getting popular due to the role of a broker. prevalence of IoT. The unique feature of the Pub/Sub architecture is that a broker plays the role of a server, which To cope with the problem, in this research we implement a receives messages with a specific topic published by the hierarchical broker architecture based on Apache ActiveMQ publishers, and then forwards the messages to the subscribers [5] for the IoT environment where all the brokers are deployed who previously subscribed the topic. This can decouple the using Raspberry Pi 3 development boards. The hierarchical publishers and the subscribers both in time and space. They don't even need to be aware of the existence of each other. architecture is organized with two upper-layer brokers (called However, once the broker fails, the message delivery service also broker hubs) and three lower-layer brokers (just called fails. To solve the single point of failure (SPOF) problem of the brokers), which form a broker cluster. We then design two Pub/Sub model, in this research we implement the hierarchical experiments to verify the fault tolerance capability of the broker architecture based on ActiveMQ, an open source software. hierarchical architecture, and compare the performance Specifically, we deploy a two-layer broker cluster in an IoT environment with Raspberry Pi 3 development boards. The data between a single broker and the broker cluster under different is synchronized between the upper-layer brokers (called broker load conditions. hubs), and they run in a dual-active configuration to serve the publishers. The lower-layer brokers (just called brokers) are managed by the broker hubs, and are responsible for serving the II. SYSTEM ARCHITECTURE subscribers. We conducted two experiments to test the fault Fig. 1 shows the system architecture of the hierarchical tolerance capability of the hierarchical broker architecture, as broker cluster. There are totally five broker devices: two play well as evaluating the system performance of the hierarchical the role of broker hubs which accept the messages from the broker architecture compared with a single broker. publishers, and three play the role of brokers which push the Index Terms— ActiveMQ, Hierarchical Broker, Internet of Things, Publish/Subscribe. messages to the subscribers. All the five broker devices are implemented using Raspberry Pi 3 (RPi3) development boards for emulating the use cases in IoT environment, and each RPi3 runs Raspbian OS with Apache ActiveMQ software and Java I. INTRODUCTION runtime environment. In the past few years, Internet of Things (IoT) devices have become an important part in our daily lives. Common IoT applications include smart homes, wearable devices, autonomous vehicles, and smart retail. IoT devices collect data in the physical environment and then pass the data to other IoT devices or remote servers with lightweight communication protocols such as CoAP [1], XMPP [2], MQTT [3], and AMQP [4]. Among them, MQTT and AMQP follow the Publish/Subscribe (Pub/Sub) architecture, where the publishers push messages to an intermediate server called Fig. 1. System architecture of the hierarchical broker cluster. a broker, and then the broker further pushes the messages to the subscribers. With the Pub/Sub architecture, publishers are loosely coupled to subscribers, and they don’t need to be Publishers and subscribers are Java programs that comply aware of the existence of each other. However, the message with the ActiveMQ specifications. Specifically, publishers are delivery service depends heavily on the broker, which can be a configured with the IP addresses of the two broker hubs; once the connection to one of the broker hubs fails, a new connection to the other broker hub will be established All authors are with the Department of Computer Science and Information automatically. Likewise, subscribers are configured with the Engineering, Tamkang University, Taipei, Taiwan, R.O.C. (email: IP addresses of the three brokers, and they will randomly sevenrabbittw520@gmail.com, chiyilin@mail.tku.edu.tw, hsu@gms.tku.edu.tw). 15 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTERGRATED CIRCUITS AND SYSTEMS, VOL. 9, NO. 1, NOVEMBER 2020 establish a connection to one of the brokers. Again, if the forwarded by the two broker hubs, respectively. With the connection fails, subscribers will try to connect to another dual-active configuration of the two broker hubs, the broker as a failover. As for the two broker hubs, in the workload is almost evenly shared. Next, let’s observe the configuration files we set up network connectors so that they behavior at the three brokers. Their resource usage and can synchronize data with each other and work in a dual- number of forwarded messages are shown in Table 3 and active mode, and set up transport connectors to specify the Table 4, respectively. Just like the behavior at the broker hub, lower-layer brokers. the resource usage at the brokers are low under the three workloads. However, the number of forwarded messages is quite different among the three brokers. We suspect that this is III. EXPERIMENTS due to the random selection of the brokers at the subscribers to We designed two experiments to test the fault tolerance connect with. capability of the hierarchical broker cluster and to compare the In sum, the hierarchical broker architecture can handle all performance of a single broker vs. the hierarchical broker the workloads perfectly – the success rates of the forwarding cluster, respectively. tasks are 100%. In fact, with a single broker deployed in a A. Experiment 1 single RPi3, we found that it can also handle all the three workloads perfectly. Therefore, we further increase the Initially, all the five broker devices are working normally. workload to observe the success rate of the forwarding tasks. We then turn off some broker devices in three stages and then The result in Figure 2 shows that when the number of observe the behaviors at the publishers and the subscribers in publisher/subscriber pairs exceeds 500, the success rate of a each stage. single broker begins to drop. When the number of messages Stage 1: Turn off broker hub 2. From the console of the reaches 8002, the success rate of message forwarding is even publisher we saw that before broker hub 2 was down, it below 30%. However, we can see that the hierarchical broker successfully sent a message to broker hub 2. After broker hub cluster can still handle all the workloads perfectively. went offline, it automatically connected to broker hub 1 and Table 1. Resource usage at the broker hub. sent another message to broker hub 1. At the subscriber, the Workload CPU Utilization (%) Memory Usage (MB) two messages were successfully received. 50 pub  50 sub 17 50 100 pub  100 sub 28 80 Stage 2: Turn off broker 3 and then broker 2. From the 500 pub  500 sub 33 100 console of the subscriber, we found that the subscriber tried to connect to broker 2 as soon as we turned off broker 3. After Table 2. Number of forwarded messages at the two broker hubs. that we further turned off broker 2, and found that the Workload Broker Hub 1 Broker Hub 2 Total # of msgs 50 pub  50 sub 1,111 1,389 2,500 subscriber tried to connect to broker 1. During the process, the 100 pub  100 sub 5,702 4,298 10,000 subscriber was able to receive the messages from the 500 pub  500 sub 121,028 128,972 250,000 publisher. Table 3. Resource usage at the three brokers. Stage 3: Turn off broker hub 1. Since during this stage both Workload CPU Utilization (%) Memory Usage (MB) broker hubs went offline, we saw that the publisher was 50 pub  50 sub 17/16/16 35/35/35 unable to send messages to any of the broker hubs. In other 100 pub  100 sub 15/14/16 85/80/80 words, although at this stage broker 1 was still active, the 500 pub  500 sub 25/26/22 125/130/105 subscriber could not receive any message because none of the Table 4. Number of forwarded messages at the three brokers. upper-layer brokers were available. Workload Broker 1 Broker 2 Broker 3 Total # of msgs To sum up, the above experimental results show that the 50 pub  50 sub 2,368 115 17 2,500 hierarchical broker cluster works as expected under failure 100 pub  100 sub 6,349 1,240 2,411 10,000 conditions. 500 pub  500 sub 90,486 94,999 64,515 250,000 B. Experiment 2 To generate sufficient workload for the broker devices, we use the technique of multi-threading to emulate simultaneous producers and subscribers. Specifically, in the experiment we have three sets of workloads: (1) 50 publishers and 50 subscribers, (2) 100 publishers and 100 subscribers, (3) 500 publishers and 500 subscribers. In the three sets, the number of messages between the two roles are 2500, 10000, and 250000, respectively. Table 1 shows the resource usage at one of the broker hubs, from which we can see that even with the highest workload, the CPU utilization and memory usage are still moderate. Table 2 shows the number of messages 16 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTERGRATED CIRCUITS AND SYSTEMS, VOL. 9, NO. 1, NOVEMBER 2020 compare the performance of a single broker vs. the hierarchical broker cluster. The experimental results showed that broker cluster not only supports automated failover, but also achieves higher success rate of forwarding tasks compared to a single broker. We believe that the hierarchical broker architecture can be useful in IoT scenarios with resource-constrained broker devices. REFERENCES [1] RFC7252 The Constrained Application Protocol (CoAP). Z. Shelby, K. Hartke, C. Bormann. June 2014. [2] RFC6120 Extensible Messaging and Presence Protocol (XMPP): Core. P. Saint-Andre. March 2011 [3] MQTT Version 5.0. Edited by A. Banks et al. 07 March Fig. 2. Comparison of success rate of message forwarding. 2019. OASIS Standard. https://docs.oasis- open.org/mqtt/mqtt/v5.0/mqtt-v5.0.html IV. CONCLUSIONS [4] AMQP Version 1.0. Edited by R. Godfrey et al. 29 In this research we implemented a hierarchical broker October 2012. OASIS Standard. http://docs.oasis- architecture based on Apache ActiveMQ for IoT environment. open.org/amqp/core/v1.0/os/amqp-core-overview-v1.0- Specifically, we used five Raspberry Pi 3 development boards os.html. to build a hierarchical broker cluster and conducted two [5] Apache ActiveMQ. [Online] Available: experiments to test the fault tolerance capability and to http://activemq.apache.org/ 17 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTERGRATED CIRCUITS AND SYSTEMS, VOL. 1, NO. 9, NOVEMBER 2020 Sky Computing: A Path Forward Toward the Cloud of Clouds Heng Jun Xi1 , Kamran Siddique1, Jieming Ma2 and Ka Lok Man2,3  technologies. The problem becomes more complex when the Abstract — Sky computing, the cloud of clouds, has become an consumer requires resources from multiple different clouds. emergent trend in cloud computing domain. It allows the creation This is where the sky computing comes into play. Sky of large-scale infrastructure by utilizing resources from multiple computing aims to address the issues of interoperability cloud providers. It enables these massive infrastructures to run parallel computation with high performance. Being a multi-cloud between clouds. In sky computing, the cloud of clouds is computing model, sky computing addresses several limitations of formed by multiple independent clouds with the addition of an traditional cloud computing especially the vendor lock-in problem. abstraction layer [1] on top of the endpoints of the clouds, Sky computing allows the aggregation of cloud resources among which the providers can derive any implementations as they multiple cloud providers so that cloud consumers can dynamically desired. The abstraction layer will handle the communication provision the required resource on demand. This paper reviews and data exchange between the clouds even the underlying state-of-the-art and explains their significance in the development of a sky computing environment. infrastructures and virtual machine images are different. Other than image compatibility, contextualization compatibility is Index Terms — Sky computing, cloud of clouds, multi-cloud, also handled in sky computing [1]. Sky computing is an cloud computing, federated cloud, cross-cloud, hybrid cloud ongoing research endeavour in addressing the connectivity, performance, and service levels issues. Sky computing has the I. INTRODUCTION made sky environment – a layer above the clouds possible and Sky computing has become a new trend in cloud computing. easy to manage. In traditional cloud computing, a cloud consumer subscribes to This paper reviews the state-of-the-art researches in the field cloud services provided by a cloud provider. During the of sky computing and explains their significance to the field. subscription period, the consumer leases resources from the The rest of the paper is organized as follows: Section II provider when there is a need or demand. The provision and describes the background of cloud computing, the challenges in release of the cloud resources are done automatically according single cloud computing, the rise of multi-cloud concept, and the to the predefined service level agreements (SLAs) without introduction of sky computing. Section III reviews the human interaction. The pay-as-you-go business model meters state-of-the-art research papers and their significance to the the resource usage and charges the consumer based on it. The development and research of sky computing. Section IV emergence of cloud computing helps organizations especially concludes the review findings of the paper. small businesses to effectively cut operation cost in provisioning, maintaining and managing a bunch of servers. However, at the same time, the organizations become heavily II. BACKGROUND dependent on the cloud providers due to a major issue in cloud A. Cloud Computing computing – the vendor lock-in. Cloud computing provides reliable, scalable, and effective The lack of standardization between cloud providers in approaches to computational infrastructure. It enables data implementing cloud computing platforms has long been an scientists and engineers to produce code that can run on unresolved key issue. This situation complicates the migration high-performance server hardware, substantially improving the of business from one cloud provider to another and holds back performance of these applications. Compared to traditional other organizations from embracing cloud computing standalone computing, cluster computing, and grid computing, cloud computing offers several important benefits. It minimizes 1 Department of Information and Communication Technology, Xiamen University Malaysia, 43900 Sepang, Malaysia (swe1704023@xmu.edu.my; overall server resource usage. A cloud platform can be scaled kamran.siddique@xmu.edu.my) without restricting the functionality of the underlying hardware. 2 School of Advanced Technology, Xi’an Jiaotong-Liverpool University, Low-cost hardware reduces the acquisition and infrastructure Suzhou, China; costs of large compute-intensive projects. It helps raise the 3 imec-DistriNet, KU Leuven, Belgium; Swinburne University of Technology Sarawak, Malaysia performance and scalability of the applications running on (ka.man@xjtlu.edu.cn) 18 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTERGRATED CIRCUITS AND SYSTEMS, VOL. 1, NO. 9, NOVEMBER 2020 cloud infrastructure. It also allows applications to scale to unlimited servers, which is useful for large-scale computations with complex interdependencies. B. Challenges in Single Cloud Computing Cloud computing is not a silver bullet; it has its challenges to deal with. 1) Security Data security is one of the major challenge faced by cloud computing. Cloud computing needs to achieve traditional security goals including confidentiality and integrity. Confidentiality of data is important as any compromise to this security goal leads to a breach of the data owner’s privacy. To ensure the data integrity in the cloud during storage, processing or transmitting, there must be a mechanism to detect whether the data is modified or deleted, and provide data recovery solutions when unauthorized Figure 1: Taxonomy of Cloud Computing Models. modifications are detected. 2) Legislation P7 Ensure backup-ups to deal with disasters or scheduled Legal issues surrounding the data stored on the cloud are inactivity. another challenge [2, 3]. Since cloud data centres usually P8 Act as an intermediary. distributed around the globe at different geographical P9 Enhance own Cloud resource and service offers, based on location and country, the cloud needs to follow different agreements with other providers. data storage legislative laws depending on the location [4] P10 Consume different services for their particularities not of the data centre storing the corresponding data. provided elsewhere. 3) High Latency There are various multi-cloud computing models available It also suffers the problem of high delay during data transfer including multi-cloud, hybrid cloud, federated cloud computing, since communication between the nodes are required to cross-cloud computing, and sky computing as shown in Figure complete the computing task. 1. 4) Vendor Lock-in Due to the lack of standardization among all the cloud 1) Multi-cloud service providers, the consumer becomes heavily dependent Multi-cloud can be described as a heterogeneous cloud on a single provider, leading to a situation known as the system where the applications hosted are partitioned among vendor lock-in. Vendor lock-in complicates the process of clouds from different providers [7]. The notion of data migration to another cloud service provider, effectively multi-cloud is to remove the barrier of trust between limits the options of the consumers to change provider. This providers, where multiple clouds are combined to work issue is related to the interoperability problem between the together, but each of them has a different role in the clouds of different providers; which most of them are multi-cloud system [6, 8]. All clouds may have different incompatible with one another. [5] describes that the lack of SLAs, costs, and utilization rates by the consumers [7]. standardisation of the Application Programming Interface 2) Hybrid Cloud (API) and the Service-Level Agreement (SLA) are the root Hybrid clouds can be described as a combination of a cause of this phenomena. private cloud with one or more public clouds. Being the most prevalent type of multi-cloud model, it is mainly used C. Multi-cloud Computing by business to share public data to others but at the same To address some of these challenges, research in cloud time keep the private or critical information confidential computing has begun researching cloud architectures that [9]. support multiple clouds, which ultimately leads to the 3) Federated Cloud Computing multi-cloud computing concept. [6] describes that multi-cloud Federated clouds have a distinct characteristic that computing tackles 10 main problems, which includes: differentiated it from other models. In a federated cloud, all of its providers agree to a resource-sharing agreement [7]. A P1 Deal with the peaks in service and resource requests using provider in the federated cloud shares the request load with external ones, on-demand basis. other providers in the same federated cloud. Consumers can P2 Optimize costs or improve the quality of services. access a variety of cloud services from the single federated P3 React to changes of the offers by the providers. cloud which may be provided by different providers under P4 Follow the constraints, like new locations or laws. the same federated cloud. P5 Replicate the applications or services consuming 4) Cross Cloud Computing resources or services from different Cloud providers to Cross-cloud is known as a cloud application which ensure their high availability. leverages multiple cloud API in its operation [10]. For a P6 Avoid the dependence on only one external provider. single functionality, it may have more than one cloud APIs that are capable of completing that task. The cross-cloud 19 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTERGRATED CIRCUITS AND SYSTEMS, VOL. 1, NO. 9, NOVEMBER 2020 can dynamically interchange between different cloud APIs functionalities, implementing the service-oriented architecture, to select the best API to use depending on the circumstances etc. like cloud service availability or service charges. Table 1: State-of-the-art and their significance in the research D. Sky Computing as a Multi-Cloud Computing Model field of sky computing. Paper Significance The concept of sky computing was first proposed by Keahey Petcu et al. (2011). Standardised development of et al. (2009) [1]. The authors described sky computing as a Architecturing a Sky cloud-based applications using cloud of clouds where resources from multiple clouds are Computing Platform. [13] mOSAIC API. aggregated and utilized on demand. In sky computing, ideally, cloud providers must provide a comprehensive and consistent Petcu et al. (2011). Proposed a novel architecture set of APIs to the public. Through these APIs, cloud consumers Architecturing a Sky which deploys cloud-based can easily compare the service offered by different providers in Computing Platform. [13] applications that utilize terms of performance, reliability, etc. Then, cloud consumers resources from multiple cloud can programmatically provision the service that best suits their providers on the sky computing needs from the provider by using the API provided. However, platform. the lack of standardisation among the providers challenges the notion of sky computing. In addition, the absence of a trust Panica et al. (2012). Demonstrated that sky relationship between providers also halts the cloud of clouds Sky Computing Platform for computing can be leveraged to idea. Legacy Distributed migrate legacy system for To overcome these challenges, [1] proposed to establish a Application [16] modern needs. trusted networking environment by creating a virtual cluster that serves as an abstraction between the consumers and Monteiro et al. (2017). Proposed an architecture multiple providers. Through the virtual cluster deployed, the Sky Computing: exploring consists of heterogeneous cloud authors in [1] demonstrated the dynamic provision of cloud the aggregated Cloud resources that are combined on resources from different providers within the sky computing resources. [17] a sky computing platform to environment. In their work, they use Virtual Networks (ViNe) perform high-performance computing. [11] to address the connectivity issues between independently administered clouds and use Nimbus context exchange tools as Monteiro et al. (2017). Developed a hybrid cloud the context broker between clouds [12]. [1] successfully CloudCampus: building an university campus system on demonstrated the capability of sky computing to group multiple ubiquitous cloud with top of the sky computing providers in an abstract cloud of clouds and to provide dynamic classroom PCs at a infrastructure. provision of services to the consumer. Recently, researches are university campus. [18] being conducted to improve the sky computing concept. Its potential is endless, and the sky is the limit. B. Deployment and Execution Architecture III. STATE OF THE ART AND THEIR SIGNIFICANCE Petcu et al. (2011) [13] also proposed a novel architecture for Introduction of the concept of sky computing leads to the deploying applications on the sky computing platform which booming of researches in the field of cloud computing to utilize cloud resources from different providers. The further formulate the sky computing platform and standardize architecture proposed consists of the deployer component and the newly emerging cloud model. In this paper, we discussed executor component. The deployer facilitates communication several research papers about sky computing and their and negotiation between consumer and providers to maximize significance to its development. The list of papers being the consumer’s benefits in terms of cost and performance. On discussed is included in Table 1. the other hand, the role of executor is to ensure that the resource usage of the application follows the amount of resources A. mOSAIC API Framework provisioned by the consumer. The mOSAIC API and novel Petcu et al. (2011) [13] emphasised the importance of having architecture proposed by [13] allow the developers to have a a unified cloud programming interface. In their work, they spectrum of choices in deciding which service to provision proposed the use of a set of open-source API known as from which providers. mOSAIC API [14, 15] to develop cloud-based applications in the sky computing platform. [13] argued that the development C. Migration of Legacy System of a cloud-based application should be separated from its Panica et al. (2012) [16] proposed a new solution to tackle deployment. Developers should focus on the logical view of the the problem of migrating legacy applications towards modern application, whereas the platform handles the infrastructure clouds. The authors identified the challenges of the migration view and streamlines the deployment and execution process. In process and utilized the mOSAIC API framework to overcome the paper, assumptions are made that the developers would these challenges. In their work, two components of the follow the API several best practices including separating the mOSAIC framework are used, which are the Cloud Agency application into modular components based on their (CA) and mOSAIC Deployer (MD). To migrate the legacy system to cloud, the resources required by the system must be 20 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTERGRATED CIRCUITS AND SYSTEMS, VOL. 1, NO. 9, NOVEMBER 2020 Figure 2: CloudCampus architecture [18]. identified. Then, the CA provisions the required resources from the cloud providers. The MD is in charge of the configuration of virtual machines based on the provisioned resources to support the runtime environment to execute the legacy system. The new migration techniques proposed in [16] require minimal modification to the legacy system’s source code to fully utilize all the mOSAIC functionalities. The authors also provide three case studies of applying these new migration techniques in their paper. In short, the authors in [16] successfully demonstrated that sky computing can be leveraged for supporting legacy distributed system to better suit modern business requirements and provide better interoperability. D. High-performance Computing Monteiro et al. (2017) [17] look into the possibility of sky computing in implementing high-performance computing to support intensive computation task. They propose an architecture to demonstrate how heterogeneous cloud resources can be combined on a sky computing platform. In their work, the authors emphasised that end-to-end abstraction between consumers and providers is essential to provide a better cloud experience to the consumers. The abstraction layer, the middleware handles all the complexity behind the screen so that resource provisioning can be done seamlessly. The proposed architecture in [17] also includes other feature like scheduler, usage monitoring, accounting and billing. The architecture is shown in Figure 3. E. Sky Computing Application – CloudCampus Monteiro et al. (2017) [18] built a university campus system known as CloudCampus (CC) using sky computing architecture in [17]. They detailed the infrastructure of the CC and its performance results in the paper. CC can be categorised Figure 3: High-performance sky computing architecture proposed in as a hybrid cloud application where the campus’s IT resources [17]. form the private cloud and the public cloud lies within the sky computing platform. In CC [18], the resources in the campus’s private cloud are fully utilized and only request resources from the public cloud when the demand spikes. This phenomenon is also known as cloud bursting, which is an architecture implemented by CC to ensure the campus system’s availability and reliability to support the user load. The architecture of CC 21 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTERGRATED CIRCUITS AND SYSTEMS, VOL. 1, NO. 9, NOVEMBER 2020 Stoica, I., & Zaharia, M. (2009). Above the clouds: a berkeley view of cloud computing. Technical reports is shown in Figure 2. CC allows the university to have UCB/EECS-2009-28, EECS Department, University of flexibility and automation in provisioning the required cloud California, Berkeley resources on-demand to provide a seamless system [5] Opara-Martins, J., Sahandi, R., & Tian, F. (2016). Critical performance. analysis of vendor lock-in and its impact on cloud computing migration: a business perspective. Journal Of Cloud Computing, 5(1). doi: 10.1186/s13677-016-0054-z [6] Petcu, D. (2013). Multi-Cloud: expectations and current IV. CONCLUSION AND FUTURE WORK approaches. Proceedings Of The 2013 International Sky computing, the cloud of clouds has evolved from Workshop On Multi-Cloud Applications And Federated traditional cloud computing and has unlimited potential in its Clouds - Multicloud '13. doi: 10.1145/2462326.2462328 applications. Sky computing architecture effectively addresses [7] Hong, J., Dreibholz, T., Schenkel, J., & Hu, J. (2019). An the vendor lock-in issue faced by traditional cloud computing. Overview of Multi-cloud Computing. Advances In The state-of-the-art researches in sky computing have greatly Intelligent Systems And Computing, 1055-1068. doi: shaped sky computing towards a more standardised platform 10.1007/978-3-030-15035-8_103 with a uniform set of cloud programming interface and [8] Thillaiarasu, N., & ChenthurPandian, S. (2016). Enforcing deployment and execution architecture. All of these research security and privacy over multi-cloud framework using efforts are significant to sky computing and support its notion assessment techniques. 2016 10Th International of aggregating resources among different providers for Conference On Intelligent Systems And Control (ISCO). consumers to dynamically provision on demand. Future work doi: 10.1109/isco.2016.7727001 should address the security and data privacy issues on the sky [9] Aggarwal, R. (2018). Resource provisioning and resource computing platform. allocation in cloud computing environment. International Journal Of Science Research In Computer Science, Engineering And Information Technology. 3(3), 1040–1049 ACKNOWLEDGEMENT [10] Elkhatib, Y., Blair, G., & Surajbali, B. (2013). Experiences This research was supported by Office of Research and of using a hybrid cloud to construct an environmental virtual observatory. Proceedings Of The 3Rd International Innovation, Xiamen University Malaysia under XMUM Workshop On Cloud Data And Platforms - Clouddp '13. Research Program Cycle 3 (Grant No: XMUMRF/2019-C3/ doi: 10.1145/2460756.2460759 IECE/0006), the National Natural Science Foundation of China [11] Tsugawa, M., & Fortes, J. (2006). A virtual network (ViNe) (Grant No. 61702353), Qing Lan Project of Jiangsu Province, architecture for grid computing. Proceedings 20Th IEEE the Open Foundation of The Suzhou Smart City Research International Parallel & Distributed Processing Institute, Suzhou University of Science and Technology, the Symposium. doi: 10.1109/ipdps.2006.1639380 Key Program Special Fund of Xi’an Jiaotong-Liverpool [12] Keahey, K., & Freeman, T. (2008). Contextualization: University (XJTLU), Suzhou, China (Grant No. KSF-P-02), the Providin One-Click Virtual Clusters. 2008 IEEE Fourth Research Development Fund of XJTLU (Grant No. Internatinal Conference On Escience. doi: RDF-14-02-32, RDF-17-02-04), and the CERNET Innovation 10.1109/escience.2008.82 Project (Grant No. NGII20180508). [13] Petcu, D., Crăciun, C., Neagul, M., Panica, S., Di Martino, B., & Venticinque, S. et al. (2011). Architecturing a Sky Computing Platform. Towards A Service-Based Internet. Servicewave 2010 Workshops, 1-13. doi: 10.1007/978-3-642-22760-8_1 REFERENCES [14] Di Martino, B., Petcu, D., Cossu, R., Goncalves, P., Máhr, [1] Keahey, K., Tsugawa, M., Matsunaga, A., & Fortes, J. T., & Loichate, M. (2011). Building a Mosaic of (2009). Sky Computing. IEEE Internet Computing, 13(5), Clouds. Euro-Par 2010 Parallel Processing Workshops, 43-51. doi: 10.1109/mic.2009.94 571-578. doi: 10.1007/978-3-642-21878-1_70 [2] Ghanam, Y., Ferreira, J., & Maurer, F. (2012). Emerging [15] Petcu, D., Craciun, C., Neagul, M., Lazcanotegui, I., & Issues &amp; Challenges in Cloud Computing—A Hybrid Rak, M. (2011). Building an interoperability API for Sky Approach. Journal Of Software Engineering And computing. 2011 International Conference On High Applications, 05(11), 923-937. doi: Performance Computing & Simulation. doi: 10.4236/jsea.2012.531107 10.1109/hpcsim.2011.5999853 [3] Sun, Y., Zhang, J., Xiong, Y., & Zhu, G. (2014). Data [16] Panica, S., Petcu, D., Larrate, I., & M'hr, T. (2012). Sky Security and Privacy in Cloud Computing. International Computing Platform for Legacy Distributed Journal Of Distributed Sensor Networks, 10(7), 190903. Application. 2012 11Th International Symposium On doi: 10.1155/2014/190903 Parallel And Distributed Computing. doi: [4] Armbrust, M., Fox, A., Griffith, R., Joseph, A.D., Katz, 10.1109/ispdc.2012.47 R.H., Konwinski, A., Lee, G., Patterson, D.A., Rabkin, A., 22 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTERGRATED CIRCUITS AND SYSTEMS, VOL. 1, NO. 9, NOVEMBER 2020 [17] Monteiro, A., Teixeira, C., & Pinto, J. (2017). Sky Computing: exploring the aggregated Cloud resources. Cluster Computing, 20(1), 621-631. doi: 10.1007/s10586-017-0727-5 [18] Monteiro, A., Teixeira, C., & Pinto, J. (2017). CloudCampus: building an ubiquitous cloud with classroom PCs at a university campus. International Journal Of Computational Systems Engineering, 3(3), 113. doi: 10.1504/ijcsyse.2017.086737 23 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTERGRATED CIRCUITS AND SYSTEMS, VOL. 9, NO. 1, NOVEMBER 2020 Methodology for Determining the Informativity of Lithuanian Texts Danguolė Kalinauskaitė, Tomas Krilavičius helps to measure and determine the informativity of Abstract—This paper discusses research on Lithuanian texts different texts. For this reason, the research itself is strongly of different styles for the development of the methodology for focused on experimental work, which involves the practical determining the informativity of Lithuanian texts. Research is based on the hypothesis that the informativity of texts can be testing of the necessary methodological approaches to the measured by the weighted average of characteristics of analysis of the research object under investigation to clarify individual levels, i.e. their lexical density and syntactic the methodology for this study. complexity. This research is an initial attempt to develop and, at the same time, test such methodology for Lithuanian language. The results of the research showed that the II. METHODOLOGY methodology developed and applied for determining the After reviewing various methodologies used to determine informativity of texts allows determining differences of the informativity of texts of different styles and is applicable to the the informativity of texts, the decision was made that, for Lithuanian language. this purpose, it is appropriate to combine the analysis of Index Terms—Informativity, lexical density, Lithuanian characteristics of different levels of language. Two language, syntactic complexity. characteristics, namely, lexical density and syntactic complexity, were chosen in this work. Together they allow for a complex and non-unidirectional analysis of the I. INTRODUCTION language of texts, and a comparison of informativity of texts of different styles; moreover, they are computable, This paper discusses research on Lithuanian texts of comparable, and generalizable to statistical data. The different styles for the development of the methodology for Lithuanian syntactically annotated corpus ALKSNIS [10] determining the informativity of Lithuanian texts. consisting of texts of four different styles, namely, Numerous psychological experiments have related administrative literature, fiction, general periodicals, and informativity (or information density) to readability [1], [2], special periodicals, served as the source of the research. The memory, e.g., [3], quality of students’ writing, e.g., [4], unannotated version of the corpus was used for the semi- aging [5], [6], and prediction of Alzheimer’s disease [7], [8], automatic analysis of the lexical density of Lithuanian texts. [9]. The syntactically annotated version of the same corpus was Determining the informativity of texts is a big challenge in used for the analysis of the syntax of Lithuanian texts. natural language processing. Texts of different genres, styles, To measure lexical density, the method proposed by [11] and/or registers have their own distinctive lexical and was applied in this research, whereas the methodology syntactic structures. As a result, there are several developed by the authors of this research was used to methodologies used to measure the informativity of texts; determine the syntactic complexity of Lithuanian texts. The however, due to their nature, they help to measure only above-mentioned two methods of the analysis of different individual levels of a language or particular aspects of a levels of language were developed in the work up to the language, i.e. existing methodologies do not determine common methodology for determining the informativity of indexes of informativity, which is a complex feature of texts. Lithuanian texts, to automate it later. Moreover, most of the methods, as well as tools, for We propose the following definition of informativity: determining the informativity of texts are developed for the English language. Therefore, the research problem in this informativity = 𝒇(lexical density, syntactic complexity). work lies in the fact that there is no suitable methodology applicable to the Lithuanian language for determining the The informativity of the text is referred to in this work as informativity of texts. the weighted average of the lexical density and syntactic In the absence of clear criteria, i.e. what to look for and complexity of a text: how to determine informative parts of texts, it is necessary informativity of the text = w1SCT + w2LDT, to create possible parameters and to test how each of them where SCT refers to the syntactic complexity of the text, D. Kalinauskaitė (corresponding author; e-mail: LDT is the lexical density of the text, and w1, w2 ≥ 0 refer to danguole.kalinauskaite@vdu.lt) and T. Krilavičius (e-mail: tomas.krilavicius@vdu.lt) are with the Baltic Institute of Advanced weights, where w1 + w2 = 1. In the simplest case, w1 = w2 = Technology (Lithuania) and Vytautas Magnus University (Lithuania). 0.5, but other values are also possible, the determination of which could serve as an interesting continuation of the 24 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTERGRATED CIRCUITS AND SYSTEMS, VOL. 9, NO. 1, NOVEMBER 2020 research. In this case, characteristics defining the out when investigating grammatical constructions in informativity of the texts that were selected in this work language acquisition [15]. were assigned the same ratio because they reflect different In this research, the syntactic complexity of the text levels of language. This research is an initial attempt to defines the complexity of the text. It is suggested in the develop and test the methodology for determining the present work to measure the syntactic complexity of the text informativity of Lithuanian texts and its constituent parts. by taking into consideration the complexity of individual There was no need to differentiate the selected sentences of the text. The syntactic complexity of the characteristics as there were no arguments to prove which sentence can be measured by taking into consideration the of the characteristics of the above-mentioned levels has level of the complexity of the sentence and the length of the more influence (if it has any) on the overall results of sentence S (the number of words in the sentence). informativity. Besides, assigning the same values to both In this work, three levels of the complexity of sentences characteristics allows to find out the most influential factors. were identified: Based on the definition of the informativity of the text, I. Simple sentences, SSimple; the informativity of the corpus was also defined. The II. Multiple homogeneous sentences, SHomogeneous; informativity of the corpus is defined in this work as the III. Multiple heterogeneous sentences, SHeterogeneous. average of the informativity of texts in the corpus: The structure of sentences served as the main criterion for the classification of sentences into three levels of complexity: informativity of the corpus it was taken into consideration whether there is a ∑𝑁𝑛𝑡ℎ=1 informativity of the text𝑛𝑡ℎ = , syntagmatic relation between clauses or not (i.e. whether the 𝑁 sentence is simple or multiple); if there is a syntagmatic where N refers to the number of texts in the corpus. relation between clauses, then whether it is coordination, subordination or mixed. A. Lexical Density The following complexity ratios were chosen for the Lexical density is used in this work as the characteristic above-mentioned complexity levels of sentences in the of the frequency of content words in the text. One of the two research: methods, one proposed by Jean Ure [11] or the other I. Simple sentences, SSimple = 0; proposed by Michael Halliday [12], is usually used for II. Multiple homogeneous sentences, SHomogeneous = 0.5; measuring lexical density. In this research, as already III. Multiple heterogeneous sentences, SHeterogeneous = 1. mentioned, lexical density was measured using the method It is assumed in this paper that, according to their proposed by J. Ure. structure, simple sentences are syntactically simplest, The lexical density of the text (LDT) is defined here as the whereas multiple heterogeneous sentences are considered ratio between the number of content words and the total the most complex; therefore, the appropriate complexity number of words in the text: ratios were assigned to the above-mentioned complexity the number of content words levels of sentences, but it is only a formal assignment of LDT = . values necessary for computation. the total number of words The complexity of the sentence (CS) was measured by Nouns, verbs, adjectives, and adverbs were assigned to taking into consideration the length of the sentence. Lengths the category of content parts of speech, whereas were standardized to remove bias. The length of the prepositions, interjections, onomatopoeic interjections, particular sentence was standardized by comparing the particles, conjunctions, pronouns, and numerals were length of that specific sentence with the length of the regarded as function words (cf. [11]; [13]). longest sentence (ideally, this could be the longest sentence Based on the defined lexical density of the text, the in the corpus or the possible longest sentence identified in lexical density of the corpus was also defined. The lexical other studies with regard to a particular style or language of density of the corpus (LDC) is defined in this work as the texts). Thus the length of the sentence is defined in this average of the lexical density of all texts in the corpus: work as the number of words in the sentence compared to the maximum possible length of the sentence: ∑𝑁 𝑛𝑡ℎ=1 𝐿𝐷𝑇𝑛𝑡ℎ 𝐿𝐷𝐶 = , the length of the sentence 𝑁 𝐶𝑆𝑙𝑒𝑛𝑔𝑡ℎ = . the maximum possible length of the sentence where LDTnth is the lexical density of the nth text, and N – the number of texts in the corpus. In the context of this research, the longest sentence in the B. Syntactic Complexity corpus is considered to be the maximum possible length of the sentence. There is a great variety of methods for determining The syntactic complexity of the sentence (SCS) is defined syntactic complexity, which includes such simple measures here as the weighted average of the level of the syntactic as the mean number of words or clauses per sentence [14], as well as more complex measurements, which are carried 25 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTERGRATED CIRCUITS AND SYSTEMS, VOL. 9, NO. 1, NOVEMBER 2020 complexity of a sentence and the relative length of the sentence: 𝑆𝐶𝑆 = 𝑤1 𝑆 𝐿 + 𝑤2 𝐶𝑆 length , where SL is the level of the sentence (expressed by a ratio), CSlength is the complexity of the sentence deducted from its length, and w1, w2 ≥ 0 are weights, where w1 + w2 = 1. In this research, w1 = w2 = 0.5; however, depending on the application needs, other meanings are possible. The reasoning for assigning the same ratio to different characteristics of the syntactic complexity is similar to that already mentioned in the case of components of informativity: when the weights are equal, it may be periodicals periodicals Fiction Special General literature Administrative observed, which factor under measurement has a greater influence on the results. Based on the definition of the complexity of the sentence, the complexity of the text was also defined. The syntactic complexity of the text (SCT) is defined here as the mean of the complexity of all sentences in that text: Fig. 1. The distribution of values of lexical density among texts of different styles. ∑𝑀 𝑛𝑡ℎ=1 𝑆𝐶𝑆𝑛𝑡ℎ 𝑆𝐶𝑇 = , 1. The majority of fiction texts have lower lexical 𝑀 density than other texts in the corpora under where SCSnth is the syntactic complexity of the nth sentence, investigation. and M – the number of sentences in the text. 2. Administrative texts are characterized by high lexical Based on the definition of the syntactic complexity of the density, as compared with all texts of different styles text, the complexity of the corpus was also defined. The analyzed. Almost all administrative texts (except for syntactic complexity of the corpus (SCC) is defined in this a few cases, where several texts of general periodicals work as the mean of the complexity of all texts in that have almost the same lexical density as corpus: administrative texts) have higher values of lexical density than fiction texts, texts of special periodicals, ∑𝑁 𝑛𝑡ℎ=1 𝑆𝐶𝑇𝑛𝑡ℎ and general periodicals. 𝑆𝐶𝐶 = , 𝑁 The results of this stage of the research suggested that there is a hierarchy of the complexity of styles and that the where SCTnth is the syntactic complexity of the nth text, and lexical density of texts depends on the style of texts. N – the number of texts in the corpus. B. Syntactic Analysis III. RESULTS OF THE ANALYSIS Drawing on the results of the analysis of the two A. Lexical Analysis components of syntactic complexity, i.e. the level of the complexity of the sentence and the length of the sentence, The results of the research at the lexical level showed that syntactic complexity specific to texts of different corpora the measure of lexical density allows differentiation between was determined (see Fig. 2). texts of different styles. The analysis of Lithuanian texts of 1. The highest syntactic complexity was found in the different styles revealed that texts of certain styles are more texts of general periodicals: their values of syntactic lexically dense than texts of other styles (see Fig. 1). complexity range from slightly more than 0.1 to almost 0.5, the average of the corpus is 0.35. 2. The lowest syntactic complexity is characteristic of administrative texts. The values of the syntactic complexity of these texts are in the range from almost 0.2 to 0.3, the average of the corpus being 0.27. 3. Fiction texts and texts of special periodicals have similar indexes of syntactic complexity – from 0.2 to almost 0.45 and from 0.2 to 0.35 respectively. The average of the corpus of fiction is 0.31 and the average of the corpus of special periodicals – 0.29. 26 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTERGRATED CIRCUITS AND SYSTEMS, VOL. 9, NO. 1, NOVEMBER 2020 IV. CONCLUSION AND FUTURE PLANS The results of the research essentially showed that the methodology developed and applied for determining the informativity of texts in this work allows to determine differences of the informativity of texts and its different characteristics – lexical density and syntactic complexity – between texts of different styles, as well as to find similarities of these styles, which are observed between texts with similar indexes of the above-mentioned characteristics. Based on the results obtained, it can be stated that the periodicals developed methodology is applicable to the Lithuanian periodicals Special General literature Administrative Fiction language, thus, automatization of the methodology is the next step. The results obtained in this research and language data summarized based on the results could serve in various comparative studies. Fig. 2. The syntactic complexity of texts of different styles. The methodology presented in this paper could be useful for research on the authorship of texts, for the purposes of C. The Informativity of Texts of Different Styles any application aimed at determining the individual style of The informativity of Lithuanian texts of different styles authors, for the prediction of certain diseases (for example, was determined based on the two analyzed measures, i.e. Alzheimer’s disease or schizophrenia) based on language lexical density and syntactic complexity. data, or for IQ tests, etc. 1. The highest indexes of informativity were found in In the future, the methodology could be tested by selecting the groups of administrative texts and texts of general possible characteristics of other levels of language. periodicals (see Fig. 3). The characteristics of syntactic complexity selected for 1.1. In the group of administrative texts, the values this research as well as the components of the informativity of informativity of texts of this style range from of texts are not the only ones available. There is abundant slightly more than 0.52 to almost 0.59. room for further progress in determining which of the 1.2. In the group of texts of general periodicals, the possible variants or their combinations are best for solving values of informativity of texts of this style are the problem related to the determining of the syntactic in the range from 0.52 to 0.59. complexity and informativity of texts. 2. The lowest indexes of informativity were found in the The specifics of the research on syntactic complexity group of fiction texts. The values of the informativity limited the choice of the source necessary for the whole of texts of this style range from 0.43 to 0.49. study on the informativity of texts; therefore, the corpus analyzed in this work was of the type and of the size that could be possibly used at the stage of the syntactic analysis (the only publicly available Lithuanian syntactically annotated corpus). In future investigations, a larger corpus should be used for the analysis of texts, to test the operation of the methodology for determining the informativity of texts proposed in this paper. The purposive applications of the results obtained in this research would focus on the creation of the automatic tool for determining the informativity of Lithuanian texts, however, the above-discussed application possibilities suggest that the research itself and its results are likely to add insights not only to the field of humanities but also to the periodicals Special literature Administrative periodicals General Fiction field of other sciences or activities. REFERENCES [1] W. Kintsch, J. Keenan, “Reading rate and retention as a function of the number of propositions in the base structure of sentences”, in Fig. 3. The distribution of values of informativity among texts of Cognitive Psychology, 5, 1973, p. 257–274. different styles. [2] W. Kintsch, Comprehension: A paradigm for cognition. Cambridge, UK: Cambridge University Press, 1998. 27 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTERGRATED CIRCUITS AND SYSTEMS, VOL. 9, NO. 1, NOVEMBER 2020 [3] E. Thorson, R. Snyder, “Viewer recall of television commercials: Prediction from the propositional structure of commercial scripts”, in Journal of Marketing Research, 21, 1984, p. 127–136. [4] A. Y. Takao, W. A. Prothero, G. J. Kelly, “Applying argumentation analysis to assess the quality of university oceanography students’ scientific writing”, in Journal of Geoscience Education, 50, 2002, p. 40–48. [5] S. Kemper, J. Marquis, M. Thompson, “Longitudinal change in language production: Effect of aging and dementia on grammatical complexity and propositional content”, in Psychology and Aging, 16, 2001, p. 600–614. [6] S. Kemper, A. Sumner, “The structure of verbal abilities in young and older adults”, in Psychology and Aging, 16, 2001, p. 312–322. [7] D. A. Snowdon, S. J. Kemper, J. A. Mortimer, L. H. Greiner, D. R. Wekstein, W. R. Markesbery, “Linguistic ability in early life and cognitive function and Alzheimer’s disease in late life: Findings from the Nun Study”, in JAMA, 275, 1996, p. 528–532. [8] D. A. Snowdon, L. H. Greiner, S. J. Kemper, N. Nanayakkara, J. A. Mortimer, Linguistic ability in early life and longevity: Findings from the Nun Study. Berlin, Germany: Springer-Verlag, 1999. [9] D. A. Snowdon, L. H. Greiner, W. R. Markesbery, “Linguistic ability in early life and the neuropathology of Alzheimer’s disease and cerebrovascular disease: Findings from the Nun Study”, in Annals of the New York Academy of Sciences, 903, 2000, p. 34–38. [10] Lithuanian syntactically annotated corpus ALKSNIS. Access on the Internet: https://clarin.vdu.lt/xmlui/handle/20.500.11821/10. [11] J. Ure, “Lexical density and register differentiation”, in Applications of Linguistics: Selected papers of the Second International Congress of Applied Linguistics, 1969, G. E. Perren, J. L. M. Trim, Eds. Cambridge. Cambridge: Cambridge University Press; 1971, p. 443–452. [12] M. A. K. Halliday, Spoken and written language. Deakin University: distributed by Deakin University Press, Waurn Ponds, Vic., 1985. [13] T. Lê, Y. Yue, Q. Lê, “Linguistic Complexity and its Relation to Language and Literacy Education”, in Language and Literacy Education in a Challenging World [electronic book], T. Lê, Q. Lê, M. Short, Eds, 2011, p. 23–32. [14] S. Kemper, D. Kynette, S. Rash, K. O’Brien, R. Sprott, “Life-span changes to adults’ language: Effects of memory and genre”, in Applied Psycholinguistics, 10, 1989, p. 49–66. [15] S. Rosenberg, L. Abbeduto, “Indicators of linguistic competence in the peer group conversational behavior of mildly retarded adults”, in Applied Psycholinguistics, 8(1), 1987, p. 19–32. 28 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTERGRATED CIRCUITS AND SYSTEMS, VOL. 9, NO. 1, NOVEMBER 2020 Visual Tools for Network Flow Monitoring and Anomalies Detection Milita Songailaitė, Vytautas Rafanavičius, Tomas Krilavičius Abstract—Visualization systems are becoming increasingly The rest of the paper is organized as follows. Related work popular for network data analysis. There had been many is presented in Section 2. The proposal of our visualization approaches to visualize network traffic and detect anomalous events. However, most of the systems faced various difficulties, system is explained in Section 3. Some examples are given in including high volumes of data, insufficient number of method Section 4. Acquired results are discussed in Section 5. Lastly, dimensions and uninformative results achieved with conclusions and future work are given in Section 6. visualizations. In this paper we present our approach to network data visualization. The system works with four local addresses and provides detailed information about their traffic. Server load II. RELATED WORK graphs and chord diagrams were used to obtain information Quite a few different methods of network flow about local addresses and combination of these methods was visualization were used and most of those had limitations. used to create a framework of network flow monitoring. Our Two main research directions related to our research were system analysis showed that it is possible to identify multiple valid or invalid logins, remote large data transmissions, and identified. One of them studies chord diagrams and their sudden changes in server load. applications while the other one employs general network Index Terms—Network anomaly, Information visualization, flow visualization. Information security, Chord diagram. Several different approaches had been made in applications of chord diagrams. Chord diagrams are usually I. INTRODUCTION applied for complex networks visualization and analysis [5, Recently the number of Internet and computer systems 6]. Both papers improved formerly used algorithms for security problems has risen sharply. Therefore, Intrusion their data visualization, among which were Eulers Detection Systems (IDS) are becoming extremely valuable diagrams [5] and graph theory representations [6]. tools against various attacks and network threats. However, it According to Mazel et al., chord diagrams can scale well might be problematic analyzing even modest networks as they hence the method provided a very good visual support for can generate large amounts of data. analyzing networks for anomalies detection. Chord So far, a great deal of attention has been paid to these security problems, however not so many in the visual analysis diagrams are most widely used in biology and medicine. In of the networks. Most of the selected methods include [7] a popular and effective tool displaying variations and classical [1], [2] visualization methods, like scatter plot, box relationships in genome structure using chord diagrams plot, etc. Others chose more specific algorithms for the was created. An innovative framework to depict various acquired data. For example, in papers [3], [4] matrix human brain connections using circular representation was representation models were used to visually analyze the introduced in [8]. One more field, where chord diagrams distances between addresses. Due to the vast variety of successfully showed improvements is geo-visualization. In visualization algorithms, it may be difficult to determine [9] researchers proposed an alternative solution on how to which algorithm may provide us with the most reliable results. depict complex geographical networks. According to the The goal of this research is to develop and propose a paper, the circular layout preserves the geographical visualization framework, which would help the user to information, allows drawing a less cluttered graph, and is understand different network behaviors and identify capable of large scaling. interesting patterns. The conception of such a system might There are many publications regarding network flow not always be apparent. However, the problem becomes visualization. Papers [1]–[3] provided examples of apparent only when the visualization system has to work with visualization tools for cyber-attacks detection. In [1], [2] more complex networks. Thus, the data discussed in this paper researchers investigated various visualization techniques to will be oriented not only in LANs (local area networks) but explore the data and find visually recognizable patterns of also in WANs (wide area networks). the attackers. In the publication [3] a 2-dimensional matrix M. Songailaitė (e-mail: milita.songailaite@vdu.lt) and T.Krilavičius (e- representation of IP addresses was used to identify the mail: tomas.krilavicius@vdu.lt) are with the Baltic Institute of Advanced threats. Researchers state that the main advantage of this Technology (Lithuania) and Vytautas Magnus University (Lithuania). method is the logical distance between IP addresses, V.Rafanavičius (e-mail: vytautas.rafanavicius@vgtu.lt) is with the Baltic Institute of Advanced Technology (Lithuania) and Vilniaus Gediminas however it might be more challenging to scale this model Technical University (Lithuania). fast. 29 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTERGRATED CIRCUITS AND SYSTEMS, VOL. 9, NO. 1, NOVEMBER 2020 III. PROPOSED VISUALIZATION SYSTEM Python scripts were used to prepare the data and extract Fig. 1 shows the workflow of the proposed visualization necessary attributes for the visualization. system. The system works in five stages: 1) Data preparation; C. Server load graphs 2) Creating the server status graphs; 3) Analysis of changes in server state, using chord diagrams; 4) Formation of a multi- The number of network packets sent per minute are dimensional country map; 5) Creating a user-friendly UI as a shown in server load graphs (see Fig. 2). This graph gives an frame for visualization system. overview of each IP address status during the observation period. It allows users to identify intervals of threats and other risks. The X-axis indicates the observation period and the Y- axis shows the number of packets sent per minute. The load of each server is denoted by the color intensity of the graph (if the load is 80% or more higher than normal, it is depicted as yellow/white spikes, purple/blue color depicts medium load). Server load graphs were created for each address during its monitoring period. Fig. 1. Workflow of the monitoring system A. Dataset CIC-IDS2017 [10] dataset was used to exemplify the proposed visualization model. The dataset consists of benign traffic and the most up-to-date common attacks. Data was captured between 9 a.m., Monday, July 3, 2017, and ended at 5 p.m. on Friday, July 7, 2017. The dataset contained 85 unique features, however only several, like destination IP, Fig. 2. Server load graph of Company Delta Flow Duration, and Total packets sent were used for the D. Chord diagram analysis experiments. The first of five days (Monday) includes only benign traffic. During the rest of the days, some common Chord diagrams were built with Circos [7] - genome attacks were implemented. The implemented attacks include visualization tool. A chord diagram is composed of several Brute Force FTP, Brute Force SSH, DoS, Heartbleed, Web arcs located in the circle. In this case, it is possible to Attack, Infiltration, Botnet, and DDoS. All data is stored in distinguish 3 distinct circle parts (see Fig. 3). CSV files. First, the outer circle shows labels of source addresses B. Data preparation and destinations. Source addresses are the four chosen companies and destinations are countries of the IP addresses, To simulate a real country network, we chose four which receive network packets from companies. We propose Lithuanian organizations IP addresses and their approximate two types of graphs: 1) chord graph of all four addresses and locations. To maintain privacy, we named them Company their traffic; 2) chord graph for each distinct address and its Alpha, Company Beta, Company Gamma, and Company traffic. The names of the countries in the chord diagrams are Delta. See [12] for detailed explanation of the features. The abbreviated using the ISO 3166 country codes. chosen dataset contains more than four unique source The middle circle displays the numbers of network addresses, thus it was decided to divide each day’s traffic into packets sent from each address or received in each location. four distinct parts (each part contained 25% of traffic). For The amount of incoming/outcoming network packets is convenient visualization, the beginning of each address is expressed as a percentage. transformed to start at the same time. As a result of this file Lastly, the inner circle consists of chords that show the partition, the new data consists of traffic between 9 a.m. and relations between addresses and locations. around 12 p.m. Fig. 3 is a first type chord diagram, it shows the traffic of all Since the CIC-IDS2017 database did not contain destination four IP addresses and their sent packets destinations. The IP addresses locations, we used ipinfo.io API [11]. The API ribbons in the inner circle show to which country each packet was able to provide us the approximate locations of most of was sent. Ribbon width represents the actual number of the IP addresses. packets sent from that address to some certain location. The 30 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTERGRATED CIRCUITS AND SYSTEMS, VOL. 9, NO. 1, NOVEMBER 2020 same indications can be applied for every chord diagram on selected by the algorithm based on the anomaly, but the this paper. operator could switch among all available data features. E. Formation of map Sensor data visualization on the map was done with the folium library which is a Python wrapper for Leaflet.js. The map consists of three layers of information management and visualization. The most basic sensor status is depicted on the geographical map as colored circles with their centers placed on the real sensor location. The colors of the circles allow tracking the status of the network extremally fast and any emerging situation could be easily detected by the human eye. Two types of information are available: textual information (status of IP addresses) and chart data (IP load graphs and chord diagrams). Figure 4 Example of the second layer information: Faulty data in the Company Beta server. F. System overview Fig. 5 shows the snapshot of the completed visualization system. The system consists of the constructed map with three layers of information and the graphs, created by selected visualization methods. Users can see each visualization method by choosing the corresponding button. Depending on the selected parameters, the main window can be either split Fig. 3. Chord diagram depicting network flow of all four addresses into two panels: the left panel is a map with the sensor information, the right panel is a chord diagram, showing The first layer of information returns the status of the sensor address traffic; or only one panel, show the map with sensors. with the following color scheme embedded on the map: green The UI for visualization system was made using MockFlow /blue/red color-filled circles accordingly their meaning is as wireframe. follows: normal/anomalous/erroneous. If the sensor is down or could not send any information it is indicated as the red circle edge. Anomalous reading of the sensor means that it was affected by some attack or the data that it sends back is not typical, but it still works and sends the data. Erroneous means that some data from the sensor is missing. The sensor could be both down and erroneous, but in all other cases when the sensor is down, the last seen sensor status is depicted on the map. The second layer of the information is provided when the operator hovers the mouse over the circle. Then it displays the name of the sensor (usually the company name) and status info. If the sensor is anomalous or erroneous it provides a textual indication of the possible reason (see Fig.4). The third information layer allows the operator to deeper analyze an emerging situation by pressing on the circle the aggregated data chart is shown that allows backtracking when and why the situation occurred. The chart is automatically 31 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTERGRATED CIRCUITS AND SYSTEMS, VOL. 9, NO. 1, NOVEMBER 2020 displayed on the bottom left corner. Each company has three circles indicating the server status, presence of anomaly, and presence of attack. The green circle illustrates ordinary activity, while the red color indicates malicious operations. In this case, Company Gamma is being analyzed. The display panel, located in the bottom left corner, shows the presence of anomaly and deviations in the traffic behavior. Similar alterations can be noticed in the chord diagram on the right screen panel. Visualization system detected a significant number of network packets sent to USA. Assuming this kind of act is not ordinary for this company, the system recognized this event as an anomaly. V. RESULTS AND DISCUSSION Monitoring the critical network infrastructure on a high level might be challenging for the cybersecurity specialists due to the complexity of the data that goes through the Fig. 5. A snapshot of a visualization system with one parameter selected. Parameter buttons are located in the top left corner. The main panel shows the network. Ready to use programs like Suricata, Network status of the Company Alpha. Packet Sniffer or Wireshark are good tools for network tracking on the user level, however, there are very few tools IV. EXAMPLES that can monitor the network status of the users that are Some examples of visualization system behavior in certain geographically distanced far apart from each other. Here we situations are given in this section. propose the method of tracking the network status by placing Fig. 6 shows the caption of the visualization workflow when the “network sensor” on the WAN/LAN physical interface. two parameters are selected. The screen is split into two parts. The sensor monitors all incoming and outgoing traffic from On the right panel, there is a map displaying all four selected the LAN, generalizes information, and sends it to the network addresses and their status. On the left panel, there is a chord security center (see Fig. 1). diagram representing the traffic from one of the addresses. In this case, the selected address is Company Alpha. The chord diagram shows normal traffic, no anomalies can be visually detected. Fig. 7. A snapshot of visualization system with all three selected parameters. The main screen is split into two parts: a map of companies with each company status panel and a chord diagram. Chord diagram depicts the traffic of Company Gamma. Fig. 6. A snapshot of visualization system with two selected parameters. After analyzing the visualization system results, it was The main screen is split into two parts: a map of companies and a chord noticed that with this tool it is possible to detect the following diagram. Chord diagram depicts the traffic of Company Alpha. anomalies: 1. Same host with several attempts to access different Fig. 7 shows the visualization workflow when all three ports parameters are selected. The main screen is again split into 2. Remote logins with extremely large data two panels: one showing the map, and the other one transmissions. representing the chord diagram of the selected company. The 3. Multiple login failures. third parameter lets the user see the status of each company 32 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTERGRATED CIRCUITS AND SYSTEMS, VOL. 9, NO. 1, NOVEMBER 2020 4. Too many invalid attempts to connect to the work_Flows_and_Related_Anomalies_in_Industrial_Networks_using_ Chord_Diagrams_and_Whitelisting (accessed Aug. 20, 2020). restricted resources in the server. [7] “(PDF) CIRCOS: an information aesthetic for comparative genomics,” 5. Same IP from local network is trying to connect to ResearchGate. a vast number of hosts at once. https://www.researchgate.net/publication/26306678_CIRCOS_an_infor 6. Server is too busy when it is usually idle. mation_aesthetic_for_comparative_genomics (accessed Aug. 29, 2020). [8] A. Irimia, M. C. Chambers, C. M. Torgerson, and J. D. Van Horn, “Circular representation of human cortical networks for subject and VI. CONCLUSIONS AND FUTURE PLANS population-level connectomic visualization,” NeuroImage, vol. 60, no. This paper proposed a visualization framework for 2, pp. 1340–1351, Apr. 2012, doi: 10.1016/j.neuroimage.2012.01.107. anomalies detection and network traffic monitoring in a four- [9] S. Hennemann, “Information-rich visualisation of dense geographical networks,” J. Maps, vol. 9, no. 1, pp. 68–75, Mar. 2013, doi: address network. Our system combined methods like chord 10.1080/17445647.2012.753850. diagrams and server load graphs into one network analyzing [10] “IDS 2017 | Datasets | Research | Canadian Institute for Cybersecurity | framework. Anomalies like suddenly high server load and UNB.” https://www.unb.ca/cic/datasets/ids-2017.html (accessed Sep. 01, large data transmissions were detected using server load 2020). [11] “Comprehensive IP address data, IP geolocation API and database - graphs. Network traffic and such malicious events like IPinfo.io.” https://ipinfo.io/ (accessed Sep. 01, 2020). multiple connections to one specific address were monitored [12] “(PDF) A detailed analysis of CICIDS2017 dataset for designing Intrusion using chord diagrams. Monitoring methods were accessible Detection Systems,” ResearchGate. https://www.researchgate.net/publication/329045441_A_detailed_analy via user-friendly UI. sis_of_CICIDS2017_dataset_for_designing_Intrusion_Detection_Syste A reliable tool for traffic monitoring is necessary for any ms (accessed Sep. 06, 2020). kind of network. However, a single diagram can only provide a tiny proportion of the available information. In our case, it would not be informative to analyze only one type of chart (i.e. load graphs) without knowing the circumstances. For this reason, it is better to analyze several visualization methods on the same problem. For the future plans, it is possible to supplement the framcwork with anomalie detection algorithms. At the moment, the system only visualizes supposedly occurred anomalies. However, with some improvements, it could monitor real-time network data and act like a network security system. ACKNOWLEDGEMENT We thank Jonas Uus for data preparation and Robertas Matusa for consultations on computer networks. The research was partially funded by European Social Fund, project No. J05-LVPA-K-04-0026. REFERENCES [1] T. Taylor, D. Paterson, J. Glanfield, C. Gates, S. Brooks, and J. McHugh, “FloVis: Flow Visualization System,” in 2009 Cybersecurity Applications & Technology Conference for Homeland Security, Washington, DC, USA, Mar. 2009, pp. 186–198, doi: 10.1109/CATCH.2009.18. [2] L. Lim, Q. X. Yeo, and X. Tan, “VISUALIZING AND ANALYSING THE NATURE OF SECURITY DATA BREACHES IN THE WORLD,” p. 5. [3] H. Koike, K. Ohno, and K. Koizumi, “Visualizing cyber attacks using IP matrix,” in IEEE Workshop on Visualization for Computer Security, 2005. (VizSEC 05)., Minneapolis, MN, USA, 2005, pp. 91–98, doi: 10.1109/VIZSEC.2005.1532070. [4] K. B. Miller and E. R. Brandon, “Improving Network Monitoring and Security via Visualization,” ArXiv151108795 Cs, Nov. 2015, Accessed: Aug. 30, 2020. [Online]. Available: http://arxiv.org/abs/1511.08795. [5] J. Mazel, R. Fontugne, and K. Fukuda, “Visual comparison of network anomaly detectors with chord diagrams,” in Proceedings of the 29th Annual ACM Symposium on Applied Computing - SAC ’14, Gyeongju, Republic of Korea, 2014, pp. 473–480, doi: 10.1145/2554850.2554886. [6] “(PDF) Visualizing Network Flows and Related Anomalies in Industrial Networks using Chord Diagrams and Whitelisting,” ResearchGate. https://www.researchgate.net/publication/301721846_Visualizing_Net 33 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 9, NO. 1, NOVEMBER 2020 Positioning Control of a Cart-Pendulum System with Vibration Suppression Yujia Zhai, Ruilin Wang, Jie Zhang, Jieming Ma, Kejun Qian, Sanghyuk Lee and Ka Lok Man  limitation in practice, which is that the vibration information Abstract—the cart-pendulum system can be used to model must be measured directly or indirectly. In addition, the data many dynamic processes in engineering, in which the structure acquisition systems must be fast enough to meet the vibration is expected to be minimized. The paper presents a requirement for real-time control. These conditions might not cart-pendulum model that is based on MATLAB Simcape Multi-body environment. The modeling can present the dynamics be easy to be satisfied. For example, in a robotic transportation with animation. Then, the input shaping technology is system, the vibration information in real-time is either implemented into its positioning system, which makes the system unavailable, or very difficult to measure, or very expensive to performs positioning task smoothly with minor vibration of implement the measurement systems. pendulum. . Feed-forward mechanism and its combination with feedback structure can be appropriate methods to deal with the issues Index Terms— dynamics modeling, multi-body systems, mentioned above because it does not need real-time vibration suppression, positioning control measurement. A dynamic model needs to be developed before its algorithm design and by this model the dynamics, such as I. INTRODUCTION natural frequency, damping ratio, mode shape, and etc., can be derived. This information can be used to tune the feed-forward V IBRATIONS can be found in many mechatronic systems, such as robots, lathe, crane, and etc. In these applications, vibration is not desirable and the challenging goal for control controllers. Input shaping as a popular industrial control technique has been widely used to suppress vibration in motion control application [8][9][10]. engineers is to achieve satisfactory positioning performance In this paper, a cart-pendulum system is modeled by with vibration suppressed [1][2][3]. MATLB Simcape Multibody Toolbox, and the objective of input shaping technique is given as an optimization problem, Feedback control seems promising as it has simple structures and it is solved offline, and the obtained control parameters are and mature tuning methods. Researchers have explore various then used to fill the control data table for implementation. The methods using feedback structures to obtain the performance control performance is compared with low-pass filtered required in engineering specifications, such as pole-placement, S-curve control method. gain-scheduling, sliding-mode, H-infinity, fuzzy control, and etc. In terms of performance, the results obtained are II. EXPERIMENTAL SETUP satisfactory [4][5][6][7]. However, the feedback scheme has a A. Hardware Platform The hardware platform used in this research is the anti-swing test bed from B&R. Its configuration is shown in Fig. 1 and Fig. Yujia Zhai is with the School of Advanced Technology, Xi’an Jiaotong 2, and TABLE I provides the physical parameters. Liverpool University, Suzhou, China (phone: +86-512-8816-1413; fax: +86-512-8816-1899; e-mail: yujia.zhai@xjtlu.edu.cn). Ruilin Wang is with the School of Advanced Technology, Xi’an Jiaotong Liverpool University, Suzhou, China (e-mail: ruilin.wang18@student. xjtlu.edu.cn). Jie Zhang is with the School of Advanced Technology, Xi’an Jiaotong Liverpool University, Suzhou, China (phone: +86-512-8816-7754; fax: +86-512-8816-1899; e-mail: jie.zhang01@xjtlu.edu.cn). Jieming Ma is with the School of Advanced Technology, Xi’an Jiaotong Liverpool University, Suzhou, China (phone: +86-512-8818-4832; fax: +86-512-8816-1899; e-mail: jieming.ma@xjtlu.edu.cn). Kejun Qian is with Suzhou Power Supply Company, Suzhou, China (phone: +86-512-8816-1417; fax: +86-512-8816-1899; e-mail: kejun.qian@xjtlu.edu.cn). Sanghyuk Lee is with the School of Advanced Technology, Xi’an Jiaotong Fig. 1. Anti-Swing Test Bed (Front). Liverpool University, Suzhou, China (phone: +86-512-8816-1415; fax: +86-512-8816-1899; e-mail: sanghyuk.lee@xjtlu.edu.cn). Ka Lok Man is with the School of Advanced Technology, Xi’an Jiaotong Liverpool University, Suzhou, China (phone: +86-512-8816-1509; fax: +86-512-8816-1899; e-mail: ka.man@xjtlu.edu.cn). 34 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 9, NO. 1, NOVEMBER 2020 Fig. 2. Anti-Swing Test Bed (Back). TABLE I PHYSICAL PARAMETERS OF TEST BED Parameters Numerical Values Mass of the tip weight 0.330 kg Length of equivalent rod 0.270 meter Mass of the uniform rod 0.230 kg Damping Coefficient of Pendulum 0.008 N. deg/second III. CONTROL DESIGN The objective function of input shaping technique can be B. Simcape Model formulated as followings [8][10]: According to the geometry of the cart-pendulum system in the hardware platform, a Simcape model is developed in MATLAB. The structure is shown in Fig. 3. 겠ग़ (1) With constraints 겠ग़ 겠ग़ (2) and R 겠ग़ 겠t (3) I 겠ग़ 겠t (4) Here, Ai is the forward gain, and Ti is the time delay. In this application, N is chosen as 12 to make the control smooth. IV. SIMULATION RESULTS The simulation results are shown in Fig. 4 and Fig5. It can be seen that given the specific reference position, satisfactory positioning control of cart can be achieved, and at the same time, the vibration of pendulum is reduced significantly if compared with low-pass filtered control. Fig. 3. Simcape Model for Cart-Pendulum Systems. Using the Simcape model, the animation of real-time control can be obtained to have a direct result on simulation results. Fig. 4. Control Result on Position. 35 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 9, NO. 1, NOVEMBER 2020 Fig. 5. Control Result on Pendulum Angle. V. CONCLUSION Modeling and control on cart-pendulum system have been achieved in MATLAB Simcape Multi-body Toolbox environment, using input shaping technique. The control results show that the feed-forward control scheme can obtain satisfactory positioning with acceptable vibration, and for engineering practice, this sensor-less control is more suitable for implementation with moderate cost. VI. ACKNOWLEDGEMENT The research presented in this paper is supported by Research Institute of Big Data Analytics (RIBDA), Xi’an Jiaotong-Liverpool University, Suzhou, China, and authors would like to thank for supporting contributions to this paper through the RIBDA conference subsidy fund. REFERENCES [1] A. Marttinen et al., Control study with a pilot crane, IEEE Transactions on Education, 33 (3) (1990) 298-305. [2] Y.-S. Kim et al., Anti-sway control of container cranes: Inclinometer, observer, and state feedback, International Journal of Control, Automation, Systems, 2 (4) (2004) 435-449. [3] H. M. Omar and A. H. Nayfeh, Gantry cranes gain scheduling feedback control with friction compensation, Journal of Sound Vibration, 281 (1-2) (2005) 1-20. [4] Q. H. Ngo and K.-S. Hong, Sliding-mode antisway control of an offshore container crane, IEEE/ASME Transactions on Mechatronics, 17 (2) (2012) 201-209. [5] K. Zavari et al., Gain-scheduled controller design: Illustration on an overhead crane, IEEE Transactions on Industrial Electronics, 61 (7) (2014) 3713-3718. [6] J. H. Yang and K. S. Yang, Adaptive coupling control for overhead crane systems, Mechatronics, 17 (2-3) (2007) 143-152. [7] S. Yasunobu and T. Hasegawa, Evaluation of an automatic con-tainer crane operation sys-tem based on predictive fuzzy control, Control Theory Advanced Technology, 2 (3) (1986) 419-432. [8] N. C. Singer and W. P. Seering, Experimental verificationof command shaping methods for controlling residual vibration in flexible robots, 1990 American Control Conference (1990) 1738-1744. [9] W. E. Singhose et al., Input shaped control of a planar gantry crane with hoisting, Proceedings of the 1997 American Control Conference (1997) 97-100. [10] N. Singer et al., An input shaping controller enabling cranes to move without sway, ANS 7th Topical Meeting on Robotics and Remote Systems (1997) 225-231. 36 
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