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       Games and Economic Behavior 95 (2016) 73–87 Contents lists available at ScienceDirect Games and Economic Behavior www.elsevier.com/locate/geb Solidarity in preference aggregation: Improving on a status quo Patrick Harless 1 Department of Economics, University of Rochester, Rochester, NY 14627, USA a r t i c l e i n f o a b s t r a c t Article history: Working in the Arrowian framework, we search for preference aggregation rules with Received 4 August 2014 desirable solidarity properties. In a ﬁxed-population setting, we formulate two versions of Available online 6 January 2016 the solidarity axiom welfare dominance under preference replacement. Although the stronger proves incompatible with eﬃciency, the combination of eﬃciency and our second version JEL classiﬁcation: D63 leads to an important class of rules which improve upon a “status quo” order. These rules D71 are also strategy-proof, which reveals a further connection between solidarity and incentive properties. Allowing the population to vary, we again characterize the status quo rules by Keywords: eﬃciency and a different solidarity axiom, population monotonicity. This extends a similar Welfare dominance under preference characterization of a subclass of these rules by Bossert and Sprumont (2014). replacement © 2015 Elsevier Inc. All rights reserved. Preference aggregation Status quo rules 1. Introduction Groups make decisions, choose projects, and embark on courses of action that affect each of their members. The search for decision methods that can accommodate diversity of preferences has a long tradition. Broadly, the social choice literature investigates two types of rules: Choice rules and preference aggregation rules. Choice rules, which assign a single choice to each proﬁle of preferences, are appropriate when choosing from among a ﬁxed and known set of alternatives, so identifying the top alternative is suﬃcient. This setting applies when, for example, a group selects a president from among a list of available candidates. Other times, there may be some ambiguity about which alternatives will ultimately be available. For example, a board of directors searching for a CEO may have a list of prospective candidates but be uncertain which will accept an offer. Rather than simply identifying the best candidate, the board requires a complete ordering of the candidates. Preference aggregation rules, which assign an order to each proﬁle of preferences, ﬁll this need. Following Bossert and Sprumont (2014), we adopt the second approach. The data of our problem consist of agents’ preferences over a ﬁnite set of alternatives. However, the outcome of a preference aggregation rule is an order rather than a selection. Consequently, we must infer agents’ preferences over orders. Again following Bossert and Sprumont (2014), we take the “prudent” approach: We assume only that an agent prefers one order to another if the agents’ preferences over alternatives agree with all pairwise differences from the second order to the ﬁrst. In other words, the ﬁrst order lies “between” the agent’s preferences and the second order, representing an unambiguous improvement for the agent. This E-mail address: pdharless@gmail.com. 1 I thank audience members at the 15th SAET Conference on Current Trends in Economics for comments. I am particularly grateful to an anonymous referee for extensive feedback and to William Thomson for invaluable advice and support. http://dx.doi.org/10.1016/j.geb.2015.12.009 0899-8256/© 2015 Elsevier Inc. All rights reserved. 74 P. Harless / Games and Economic Behavior 95 (2016) 73–87 deﬁnes a partial order over social orders which we call the “prudent extension” of the agent’s preferences over alternatives to preferences over orders.2 The prudent extension is sensible when agents are uncertain about which subset of alternatives will ultimately be avail- able. For example, considering two orders, the second may raise the rank of an agent’s most preferred alternative and also raise the rank of her least preferred alternative. Depending on which alternatives appear in the eventual choice set, the agent may be better or worse off, and a prudent agent may be unwilling to “trade off” these changes. Similarly, as modelers, it is prudent to limit our inference to unambiguous comparisons. The prudent extension withholds judgment in these cases. The cost, of course, is that many orders will not be comparable. Whether a rule chooses a single alternative or a social order, it must be perceived as fair. Focusing on a particular aspect of fairness, we search for preference aggregation rules with desirable solidarity properties. Solidarity embodies the idea of a common endeavor and shared outcome. As a general principle, solidarity requires that when the environment changes and no agent is responsible for the change, all agents should be affected in the same direction: Either all gain together or all lose together. Relevant changes may include changes in resources, changes in technology, or the arrival or departure of agents. In our model with abstract alternatives, one’s environment includes the other agents and their preferences. Contem- plating changes in these components suggests two properties, both common in the literature. “Welfare dominance under preference replacement”, welfare dominance for short, requires that when the preferences of one agent change, the welfares of the agents whose preferences are ﬁxed move in the same direction: Either all gain together or all lose together. When the population may vary, a second property also applies. “Population monotonicity” requires that when one agent departs, those who remain be affected in the same direction. While solidarity principles have been extensively studied in social choice, much less is known about the solidarity prop- erties of preference aggregation rules. In fact, Bossert and Sprumont (2014) are the ﬁrst to formulate population monotonicity in this context, and welfare dominance has yet to be stated precisely. Ambiguity arises because agents’ (extended) preferences over orders are incomplete. As formulated by Bossert and Sprumont (2014), population monotonicity requires that agents be able to compare the orders chosen before and after the departure of another agent. Consequently, population monotonicity is a strong requirement. Our ﬁrst version of welfare dominance takes the same approach and requires that agents whose preferences are ﬁxed be able to compare the orders chosen before and after another agent’s preferences change. Unfor- tunately, this version proves too strong: Not only is it incompatible with eﬃciency, but it even restricts choices when all agents begin with identical preferences and solidarity should be moot. This leads us to formulate a restricted notion: Ad- jacent welfare dominance requires the same conclusion as welfare dominance, but applies only to the “smallest” change in preferences, reversal of a single pair of adjacently ranked alternatives. Importantly, adjacent welfare dominance is compatible with eﬃciency. Our analysis leads to the “status quo” rules. Each status quo rule is deﬁned by a reference order which it improves upon as much as possible. Intuitively, the improvement process makes all changes to the reference order that meet with the unanimous approval of the agents. We describe the improvement process formally and in detail in the next section. Bossert and Sprumont (2014) introduced an important subclass of the status quo rules deﬁned by strict reference orders, the “strict-order status quo” rules. Our deﬁnition extends this class to allow for weak reference orders. So that our solidarity requirements are meaningful, we consider problems with at least three agents and at least two al- ternatives. In our main results, we characterize the status quo rules by eﬃciency and adjacent welfare dominance (Theorem 2) and the strict-order status quo rules by the same axioms and the requirement that the rule select a strict order (Theorem 1). Allowing the population to vary, we also characterize the status quo rules on the basis of eﬃciency and population mono- tonicity (Theorem 3). This extends Theorem 2 of Bossert and Sprumont (2014) which characterizes the strict-order status quo rules. Notably, the status quo rules satisfy additional properties that we did not impose. For instance, each status quo rule is “anonymous”, meaning that the names of the agents do not matter. Each status quo rule is also “strategy-proof”, meaning that no agent has an unambiguous incentive to report false preferences,3 and in fact “group strategy-proof”, which extends strategy-proofness to groups. Our results also highlight the tradeoffs involved in allowing indifferences in the social order. In Section 2 we introduce the model, our axioms, and the status quo rules. We analyze ﬁxed populations in Section 3 and variable populations in Section 4. We discuss related literature and conclude in Section 5 and collect omitted proofs in Appendix A. 2. Model There is a ﬁnite set of social alternatives A, | A | ≥ 2, and a ﬁnite population of agents N , | N | ≥ 3, each with strict preferences over the alternatives. The set of strict orders over A is R and the set of weak orders over A is R.4 When a is 2 Extension of preferences is also an important consideration in probabilistic assignment where most properties are formulated in terms of ﬁrst-order stochastic dominance. See Bogomolnaia and Moulin (2001) and Cho (2016). 3 By unambiguous, we mean according to the prudent extension of the agent’s true preferences. In particular, changing the outcome to an order incom- parable to the original does not constitute a violation. Bossert and Sprumont (2014) elaborate on this modeling choice. 4 A weak order is complete, reﬂexive, and transitive; a strict order is also anti-symmetric. P. Harless / Games and Economic Behavior 95 (2016) 73–87 75 at least as good as b according to R 0 , we write a R 0 b or (a, b) ∈ R 0 , and when a is preferred to b, we write a P 0 b. The indifference class of a in R 0 is ā ≡ {a ∈ A : a I 0 a }. With slight abuse of notation, we extend the comparisons to sets of alternatives and agents: Given B , B  ⊆ A and S ⊆ N, we write B P S B  if for each b ∈ B, each b ∈ B  , and each i ∈ S, b P i b . An economy is a proﬁle R ∈ R N . A rule is a mapping F : R N → R. A rule is strict if for each N ∈ N and each R ∈ R N , F ( R ) ∈ R. Since preferences are deﬁned only over the set of alternatives, we must extend them to preferences over orders. Adopting a conservative approach, we use betweenness to do so. For each triple R 0 , R 0 , R 0 ∈ R, R 0 is between R 0 and R 0 , written R 0 ∈ [ R 0 , R 0 ], if R 0 ∩ R 0 ⊆ R 0 ⊆ R 0 ∪ R 0 . Betweenness is transitive among strict orders.5 For each R 0 ∈ R, the prudent extension of R 0 , R 0e , is the partial order over R such that for each pair R 0 , R 0 ∈ R, R 0 R e0 R 0 ⇐⇒ R 0 ∈ [ R 0 , R 0 ]. Finally, we distinguish adjacent and inverse orders. Strict orders R 0 , R 0 ∈ R are adjacent if one is formed from the other by reversing adjacently ranked alternatives. That is, | R 0 \ R 0 | = | R 0 \ R 0 | = 1. For each R 0 ∈ R, the inverse of R 0 , R 0−1 , reverses the rankings of R 0 : For each pair a, b ∈ A, (a, b) ∈ R 0−1 ⇐⇒ (b, a) ∈ R 0 . An economy R ∈ R N contains an inverse pair if there is a pair i , j ∈ N such that R i = R −1 j . 2.1. Status quo rules Next we introduce a family of rules. Each rule in the family begins from a reference order, which is a parameter of the rule. In a given economy, the rule Pareto improves upon the reference order until reaching an eﬃcient order. We ﬁrst consider rules with strict reference orders. For each R ∗ ∈ R, (R, R ∗e ) is a lattice6 and so { R i : i ∈ N } has a unique least upper bound in (R, R ∗e ). We deﬁne a rule that selects in each economy this least upper bound. ∗ Strict-order status quo rule with reference order R ∗ ∈ R, F R : For each R ∈ R N ,   ∗ ] and  ∗ (i) R 0 ∈ i∈N [ R i , R F R (R) ≡ R0 ∈ R :  . (ii) ∀ R 0 ∈ R, R 0 ∈ i ∈ N [ R i , R ∗ ] ⇒ R 0 ∈ [ R 0 , R ∗ ]   ∗ Condition (i) says that F R ( R ) is an upper bound of { R i : i ∈ N }, and condition (ii) says that it is the least upper bound. To extend the deﬁnition to weak reference orders, we introduce an alternative description that is more explicit about the improvement process. Beginning from a reference order, we choose a pair of adjacent alternatives and ask the agents whether they prefer the ranking in which these alternatives are reversed. If there is unanimous agreement in favor of new ranking, we adopt the reversal. Continuing in this fashion until no further unanimously approved reversals are possible, we reach a ﬁnal order which is the outcome of the status quo rule. The lattice structure ensures that we reach the same ﬁnal order regardless of the sequence in which we propose pairs for reversal, provided we always propose adjacent pairs. Example 1 illustrates the process. Example 1. Illustrating the process of improving on a strict reference order. Let N ≡ {1, 2}, A ≡ {a, b, c , d}, and R ∗ , R 1 , R 2 ∈ R be as speciﬁed in the table. R∗ R1 R2 a c d b d c c b a d a b Let R ≡ ( R 1 , R 2 ). One improvement path is: R∗ R 0 R 0 R  0 R0 a a c c c b → c → a → a → d c b b d a d d d b b ∗ No further exchanges are possible, so F R ( R ) = R 0 . While other improvement paths are possible, all exhaustive improvement paths lead to R 0 . 5 More precisely, for each quadruple R 0 , R 0 , R 0 , R         0 ∈ R, if R 0 ∈ [ R 0 , R 0 ] and R 0 ∈ [ R 0 , R 0 ], then R 0 ∈ [ R 0 , R 0 ]. To see this, suppose that R 0 ∈  / [ R , R  ]. 0 0 Since the orders are strict, there is a pair a, b ∈ A such that (a, b) ∈ R 0 ∩ R 0 and (b, a) ∈ R 0 . But R 0 ∈ [ R 0 , R  0 ] implies (b , a ) ∈ R  , which contradicts 0 R 0 ∈ [ R 0 , R  0 ] . 6 This is proved by Guilbaud and Rosenstiehl (1963) and further discussed by Bossert and Sprumont (2014). The existence of least upper bounds in ∗ (R, R ) also follows from our Lemma 1 where we show that our extended deﬁnition of status quo rules agrees with the deﬁnition here. e 76 P. Harless / Games and Economic Behavior 95 (2016) 73–87 To accommodate “thick” indifference classes, we generalize the improvement process in two ways. First, to “break” an indifference class, the agents must unanimously prefer each alternative moved up to each alternative moved down; if even one agent disagrees with one comparison, then the indifference class cannot be broken as proposed. Second, to exchange adjacent indifference classes, the agents must unanimously prefer each alternative in the lower indifference class to each alternative in the higher indifference class. Example 2 illustrates the process. Example 2. Illustrating the process of improving on a weak reference order. Let N ≡ {1, 2}, A ≡ {a, b, c , d, e , f , g }, and R ∗ , R̂ ∗ , R̄ ∗ , R 0 , R̂ 0 , R̄ 0 , R 1 , R 2 ∈ R be as speciﬁed in the tables. R∗ R̂ ∗ R̄ ∗ R1 R2 R0 R̂ 0 R̄ 0 a a abcde f g g b b b bcde f g b bcde f g g g a c fg b c c cde d e d d f e c f f a f d e e g a a a ∗ ∗ ∗ Let R ≡ ( R 1 , R 2 ). We compare the outcomes of F R , F R̂ , and F R̄ . First, following an exhaustive improvement process as in ∗ the previous example, F R ( R ) = R 0 . Now consider the reference order R̂ ∗ . Beginning with the indifference class (bcde ), all agents prefer b to each of the other alternatives, so this class can be broken with b above (cde ). Similarly, the indifference class ( f g ) can be broken with g above f . The indifference class (cde ) cannot be further broken because no alternative is unanimously preferred to the remaining two alternatives. In particular, even though c is unanimously preferred to d, this cannot be reﬂected in the social order. Now g is unanimously preferred to all of the alternatives in the class (cde ) and so these classes can be exchanged in the order. However, f and (cde ) cannot be exchanged. Again, although f is unanimously preferred to e, this is not suﬃcient ∗ to move f up in the order. Additional reversals consist of moving a down in the order and the ﬁnal order is F R̂ ( R ) = R̂ 0 . The complete improvement path is summarized by: R̂ ∗ R̂ 0i R̂ ii0 R̂ iii 0 R̂ iv 0 R̂ 0v R̂ vi 0 R̂ 0 a a a b b b b b bcde → b → b → a → cde → cde → g → g fg cde cde cde a g cde cde fg g g g a a f f f f f f a Although g is eventually raised above (cde ), this is not possible at the ﬁrst step; improving the position of g in R ∗ would additionally require that g be unanimously preferred to b, which is not the case. After the indifference class (bcde ) is broken, we might consider exchanging the indifference classes (cde ) and ( f g ). However, this is not possible because f is not unanimously preferred to e. Finally consider the complete indifference reference order R̄ ∗ . Since agent 1 ranks g ﬁrst and agent 2 ranks b ﬁrst, breaking the indifference class must place both g and b in the top group. Since f P 1 b, f must be included as well. Then, ∗ since c P 2 f and d P 2 g, these alternatives must be included. Finally, e P 1 c, so e must be included. F R̄ ( R ) = R̄ 0 . Importantly, the process never adds indifferences; the ﬁnal order is at least as “resolute” as the reference order. To formalize this process, we proceed in two steps. Let R ∗ ∈ R and R ∈ R N . Step 1: Determining indifference classes. Let A ∗1 , . . . , A ∗K ∗ be the indifference classes of R ∗ ordered so that A ∗1 P ∗ A ∗2 P ∗ · · · P ∗ A ∗K ∗ . For each k ∈ {1, . . . , K ∗ } and each a ∈ Al∗ , let   ∃ i 1 , . . . , i s ∈ N and a1 , . . . , as ∈ A k∗ s.t. a1 = a, ā ≡ a ∈ A k∗ : . as = a , as P i 1 a1 , and ∀ l ∈ {2, . . . , s}, al−1 P il al  That is, ā consists of those alternatives which are indifferent to a in the transitive closure of the restriction of i ∈ N R i to A k∗ . By construction, for each k ∈ {1, . . . , K ∗ } and each pair a, a ∈ A k∗ , either ā = ā or ā ∩ ā = ∅. Moreover, if ā = ā , then either ā P N ā or ā P N ā. Let A 1 , . . . , A K be the indifference classes formed in this way, and note that K ≥ K ∗ . (0) (0) Step 2: Ordering indifference classes. Let R (0) ≡ ( A 1 , . . . , A K ) be an ordering7 of A 1 , . . . , A K such that for each k ∈ {1, . . . , K − 1}, A k R ∗ A k+1 and if A k I ∗ A k+1 , then A k P N A k+1 . For each pair a, a ∈ A, there are k, k ∈ {1, . . . , K } such that a ∈ A k and a ∈ A k . So that R (0) ∈ R, we interpret the order so that a R (0) a ⇐⇒ k ≤ k . 7 (0) (0) P. Harless / Games and Economic Behavior 95 (2016) 73–87 77 To reach the ﬁnal order, we construct a sequence of orders beginning from R (0) . Each step reverses the order of at most (s) (s−1) (s−1) one pair of adjacent indifference classes. Formally, for each step s, let L 0 ≡ {l : Al+1 P N Al }. If L (s) = ∅, the process terminates and the ﬁnal order is R ∗∗ ≡ R (s−1) . If instead L (s) =  ∅, we deﬁne a new order R (s) ≡ ( A (1s) , . . . , A (Ks) ) such that for each l ∈ {1, . . . , K }, ⎧ ( s −1 ) ⎪ ⎨ A l +1 if l = min L (s) (s) ( s −1 ) A l ≡ A l −1 if l = min L (s) + 1 ⎪ ⎩ ( s −1 ) Al otherwise. Since each pair of indifference classes is reversed at most once, the process does not cycle and terminates after at most K ( K −1) 2 steps.8 The corresponding status quo rule9 selects the ﬁnal order R ∗∗ . ∗ ∗ Status quo rule with reference order R ∗ ∈ R, F R : For each R ∈ R N , F R ( R ) = R ∗∗ . While our formal description of the status quo rules is somewhat complicated, the deﬁnition simply structures the “myopic” improvement process described in Examples 1 and 2. Also, when R ∗ ∈ R, our deﬁnition reduces to our earlier deﬁnition for strict-order status quo rules. ∗ Lemma 1. For each R ∗ ∈ R, F R ( R ) is the least upper bound of { R i : i ∈ N } in (R, R ∗e ). ∗ ∗ Proof.Let R ∈ R, R ∈ R , and R 0 ≡ F ( R ). By construction, R 0 ∈ ∗R N R . Moreover, for each (a, b) ∈ R 0 \ R ∗ , a P N b. Therefore, R 0 ∈ i ∈ N [ R i , R ∗ ] and R 0 is an upper  bound of { R i : i ∈ N } in (R , R e ) . Let R 0 ∈ R be such that R 0 ∈ i ∈ N [ R i , R ∗ ]. Suppose that R 0 = R 0 . Since R 0 and R 0 are strict orders, there is a pair a, b ∈ A such that a P 0 b and b P 0 a. Without loss of generality, we may assume that a and b are adjacent in R 0 .  Case 1: b P ∗ a. Since R 0 ∈ i ∈ N [ R i , R ∗ ] and a P 0 b, a P N b. Let c 1 , . . . , c s ∈ A be consecutively ranked in R 0 with b ≡ c 1 P 0 c 2 P 0 · · · P 0 c s ≡ a. By construction of R 0 , there are i 1 , . . . , i s ∈ N such that for each j = 1, . . . , s − 1, c j P i j c j +1 . But now  R 0 ∈ i ∈ N [ R i , R ∗ ] implies c 1 P 0 c 2 P 0 · · · P 0 c s . Since R 0 is transitive, b = c 1 P 0 ck = a, which contradicts a P 0 b.  Case 2: a P ∗ b. Since R 0 ∈ i ∈ N [ R i , R ∗ ] and b P 0 a, b P N a. Then R 0 ≡ R 0 \{(a, b)} ∪ {(b, a)} is also an upper bound and R 0 ∈ [ R ∗ , R 0 [. If R 0 = R 0 , then there is a pair a , b ∈ A such that a P 0 b and b P 0 a . Repeating the arguments above, b P N a and R       ∗  0 ≡ R 0 \{(a , b )} ∪ {(b , a )} is also an upper bound and R 0 ∈ [ R , R 0 [. Since the unanimous social preference P N is transitive, this process does not cycle. Since R is ﬁnite, we eventually reach R 0 and conclude that R 0 is the least upper bound of { R i : i ∈ N } in (R, R ∗e ). 2 2.2. Axioms We now introduce desirable properties of rules. Let F be a rule. Our ﬁrst axioms adapt the standard requirement of Pareto eﬃciency. An order is eﬃcient if there is no other order that all agents prefer according to the prudent extensions of their preferences over alternatives. We require that a rule always select an eﬃcient order.  Eﬃciency: For each R ∈ R N , R ∈ R N , i∈N [ R i , F ( R )[= ∅. Because the prudent extensions are incomplete, eﬃciency is a weak requirement. Eﬃciency takes a “global” perspective, comparing entire orders according to the prudent extension of preferences. Our next axiom instead takes a “local” point of view and considers pairwise comparisons. If all agents rank one alternative above a second alternative, then the ﬁrst alternative should be ranked above the second alternative in the social order.10  Strong eﬃciency: For each R ∈ R N , each i∈N R i ⊆ F ( R ). 8 To deﬁne R (s) from R (s−1) , we chose min L (s) for concreteness, but this is inconsequential; in fact, because the unanimous social preference P N is transitive, the selection from L (s) may be arbitrary. 9 Since Lemma 1 shows that our deﬁnition agrees with our earlier deﬁnition for strict orders, we reuse our previous notation. 10 Bossert and Sprumont (2014) call this requirement “local unanimity”. 78 P. Harless / Games and Economic Behavior 95 (2016) 73–87 Strong eﬃciency is common in the literature (see Arrow (1963)) and implies eﬃciency.11 While strong eﬃciency is often desirable, eﬃciency is the appropriate translation of the traditional notion of Pareto dominance to our setting.12 We now turn to solidarity. Our next axiom requires solidarity when the preferences of one agent change: Either all agents whose preferences are ﬁxed ﬁnd the new order at least as good as the old order, or all agents whose preferences are ﬁxed ﬁnd the old order at least as good as the new order.  Welfare dominance: For each R ∈ R N , each i ∈ N, and each R i ∈ R, either F ( R i , R −i ) ∈ j ∈ N \{i } [ R j , F ( R )] or F ( R ) ∈   j ∈ N \{i } [ R j , F ( R i , R −i )]. In order for a rule to satisfy welfare dominance, all agents whose preferences are ﬁxed must be able to compare the orders chosen in the two economies. Since the prudent extension only partially orders R, this is a strong condition.13 Unfortunately, welfare dominance is incompatible with eﬃciency (Proposition 2). This incompatibility motivates us to consider a weaker notion of solidarity. This time, we limit the conclusion to changes in preferences in which an agent reverses a single pair of adjacently ranked alternatives. Adjacent welfare  dominance: For each  R ∈ R , each N i ∈ N, and each R i ∈ R adjacent to R i , either F ( R i , R −i ) ∈ [ R , F ( R )] or F ( R ) ∈ [ R , F ( R  , R )]. j ∈ N \{i } j j ∈ N \{i } j i −i Our next property, a consequence of adjacent welfare dominance (Lemma 2), will facilitate our arguments. Again consider a situation in which the preferences of one agent change. The property says that if the social ranking of a pair of alternatives is reversed, then all agents whose preferences are ﬁxed rank those alternatives in the same way. Pairwise welfare dominance: For each R ∈ R N , each i ∈ N, each R i ∈ R, and each (a, b) ∈ ( F ( R i , R −i )\ F ( R )) ∪ ( F ( R )\ F ( R i , R −i )), either a P N \{i } b or b P N \{i } a. Our ﬁnal axiom concerns incentives. We require that no agent be able to gain by misreporting her preferences. Strategy-proofness: For each R ∈ R N , each i ∈ N, each R i ∈ R, if F ( R i , R −i ) ∈ [ R i , F ( R )], then F ( R i , R −i ) = F ( R ). Strategy-proofness prevents misrepresentations that lead to unambiguous gains according to the prudent extension of preferences. Because the prudent extension is incomplete, strategy-proofness is less restrictive than in other common set- tings.14 A stronger requirement, group strategy-proofness, requires the same conclusion for misrepresentations by groups. 3. Fixed populations Our main results characterize the strict-order status quo rules (Theorem 1) and the full class of status quo rules (The- orem 2). We also show that strengthening either our eﬃciency or our solidarity requirement leads to an impossibility (Proposition 2). As preliminaries, we show that adjacent welfare dominance implies pairwise welfare dominance and derive an invariance condition as a consequence of pairwise welfare dominance. Lemma 2. If a rule satisﬁes adjacent welfare dominance, then it satisﬁes pairwise welfare dominance. Proof. Let F satisfy adjacent welfare dominance. Let R ∈ R N , i ∈ N, and R i ∈ R. There is a sequence of adjacent preference = R i . For each l = 1, . . . , k, let R 0 ≡ F ( R i , R −i ). Also let R 0 ≡ R 0 (0) (k) (0) (k) (l) (l) (0) relations R i , . . . , R i such that R i = R i and R i (l−1) and R 0  (k) (l) ≡ R 0 . Suppose that (a, b) ∈ R 0 \ R 0 . Then there is l ∈ {1, . . . , k} such that (a, b) ∈ R 0 \ R 0 . By adjacent welfare (l)  (l−1) (l−1)  (l) dominance, either R 0 ∈ j ∈ N \{i } [ R j , R 0 ] or R 0 ∈ j ∈ N \{i } [ R j , R 0 ]. Therefore, either a P N \{i } b or b P N \{i } a. Since this is true for each (a, b) ∈ R \ R  , pairwise welfare dominance is satisﬁed. 2 0 0 Lemma 3. If a rule satisﬁes pairwise welfare dominance, then the rule selects the same order in each economy that contains an inverse pair.  11 To see this, let R ∈ R N and suppose there is R 0 ∈ i∈N [ R i , F ( R )[. Then there is a pair a, b ∈ A such that (a, b) ∈ R 0 \ F ( R ) and a P N b. But then  i∈N R i  F ( R ). 12 See Bossert and Sprumont (2014) for further discussion on this point. 13 In fact, through the comparability requirement, welfare dominance imposes restrictions seemingly unrelated to solidarity, such as when moving from an economy of identical preferences. Although our weaker notion does not avoid this, by considering only the smallest possible changes in preferences, the additional restrictions are signiﬁcantly reduced, akin to a mild continuity condition. 14 See Bossert and Sprumont (2014) for further discussion of this axiom. P. Harless / Games and Economic Behavior 95 (2016) 73–87 79 Proof. Let F satisfy pairwise welfare dominance and R 0 ∈ R with inverse R 0−1 . Let i , j ∈ N, R −i j ∈ R N \{i , j } , and R ∗ ≡ F ( R 0 , R 0−1 , R −i j ). Let k ∈ N \{i , j }, R k ∈ R, and R̂ ∗ ≡ F ( R 0 , R 0−1 , R k , R −i jk ). By pairwise welfare dominance, for each (a, b) ∈ R̂ ∗ \ R ∗ , either a P N b or b P N a. Since R 0 and R 0−1 are inverse orders, this implies that R̂ ∗ \ R ∗ = ∅. Similarly, R ∗ \ R̂ ∗ = ∅ and so R ∗ = R̂ ∗ . Repeating the previous argument, for each R −i j ∈ R N \{i , j } , F ( R 0 , R 0−1 , R −i j ) = R ∗ . Let k ∈ N \{i , j }. Then F ( R 0 , R 0 , R 0 , R −i jk ) = R and F ( R 0 , R 0 , R 0−1 , R −i jk ) = R ∗ . Therefore, by pairwise welfare dominance, F ( R 0−1 , R 0 , R − jk ) = R ∗ −1 ∗ −1 and F ( R 0 , R 0−1 , R −ik ) = R ∗ . Moreover, for each R − jk ∈ R N \{ j ,k} , F ( R 0−1 , R 0 , R − jk ) = R ∗ and for each R −ik ∈ R N \{i ,k} ,   F ( R 0 , R 0−1 , R −ik ) = R ∗ . Repeating these arguments, for each pair i  , j  ∈ N and each R −i  j  ∈ R N \{i , j } , F ( R 0 , R 0−1 , R −i  j  ) = R ∗ . −1 N \{i , j ,k} ∗∗ −1 Finally, let R̄ 0 ∈ R with inverse R̄ 0 . Let i , j , k ∈ N, R −i jk ∈ R , and R ≡ F ( R̄ 0 , R̄ 0 , R −i jk ). Then, by previous arguments and pairwise welfare dominance, F (R 0, R − 1 ∗ 0 , R̄ 0 , R −i jk ) = R , (1) −1 ∗∗ F ( R 0 , R̄ 0 , R̄ 0 , R −i jk ) = R , and (2) −1 −1 ∗∗ F ( R̄ 0 , R 0 , R̄ 0 , R −i jk ) = R . (3) Suppose by way of contradiction that R ∗ = R ∗∗ and let (a, b) ∈ ( R ∗ \ R ∗∗ ) ∪ ( R ∗∗ \ R ∗ ). Without loss of generality, suppose (a, b) ∈ ( R ∗ \ R ∗∗ ). By pairwise welfare dominance comparing (1) with (2) and (3) respectively, (a) Either (i) a P 0 b and a P̄ 0 b or (ii) b P 0 a and b P̄ 0 a. (b) Either (i) a P 0−1 b and a P̄ 0 b or (ii) b P 0−1 a and b P̄ 0 a. These conditions are incompatible: If a P 0 b, then by (a), a P̄ 0 b and so by (b), a P 0−1 b, which contradicts a P 0 b. If instead b P 0 a, then by (a), b P̄ 0 a and so by (b), b P 0−1 a, which contradicts b P 0 a. Instead, R ∗ = R ∗∗ . 2 Interestingly, the converse of Lemma 2 is false, although the properties are equivalent under eﬃciency.15 Lemma 3 shows that rules satisfying pairwise welfare dominance distinguish a “default” or “status quo” alternative. Versions of this result are familiar from related models.16 In fact, the existence of a distinguished alternative is a general consequence of solidarity properties in social choice models (Gordon, 2007a). Next, we identify properties of the status quo rules.17 Proposition 1. Each status quo rule satisﬁes eﬃciency, adjacent welfare dominance, and group strategy-proofness. ∗ Proof. Let R ∗ ∈ R and consider F R . Throughout the proof, we write ā, ā’, and ā∗ for the indifference classes of a in R 0 , R 0 , and R respectively whenever R 0 and R 0 are deﬁned. ∗ ∗ Eﬃciency. Let R ∈ R N  and R 0 ≡ F R ( R ) and suppose by way of contradiction that R 0 is not eﬃcient at R. Then there is R 0 ∈ R such that R 0 ∈ i ∈ N [ R i , R 0 [. Since R 0 = R 0 , there is a pair a, b ∈ A such that either (i) (a, b) ∈ R 0 \ R 0 or (ii) (b, a) ∈   R 0 \ R 0 . Without loss of generality,  we may suppose that a and b are in the same indifference class or adjacent indifference classes in R 0 . Since R 0 ∈ i ∈ N [ R i , R 0 [, b P N a.  / R 0 \ R 0 . Then by (ii), a P 0 b and a I 0 b. Moreover, again because R 0 ∈ i ∈ N [ R i , R 0 [, (b̄ \ā) P N First suppose that (a, b) ∈ (b̄ ∩ ā). Deﬁne R 0 ∈ R by R 0 ≡ R 0 ∪ {(c , c  ) : c ∈ b̄ \ā, c  ∈ b̄ ∩ ā}\{(c  , c ) : c ∈ b̄ \ā, c  ∈ b̄ ∩ ā}.  Then R 0 ∈ i ∈ N [ R i , R 0 [ and (a, b) ∈ R 0 \ R 0 . Thus, passing to R 0 if necessary, we may suppose (i) holds. ∗ ∗ Further suppose that a I 0 b so ā = b̄. By the deﬁnition of F R , since (a, b) ∈ F R ( R ), there are a 0 , . . . , al ∈ ā and i 1 , . . . , il ∈ N such that a0 = a, al = b, and for each s = 1, . . . , l, as−1 P i s as . By the assumption R 0 ∈ i ∈ N [ R i , R 0 [, for each s = 1, . . . , l, as−1 P i s as implies (as−1 , as ) ∈ R 0 . In particular, al−1 P il b implies (al−1 , b) ∈ R 0 . But then by transitiv- ity, (a, b) ∈ R 0 , which is a contradiction. Suppose instead that a P 0 b. By the previous argument, ā ⊆ ā and b̄ ⊆ b̄ . Since (b, a) ∈ R 0 , R 0 either joins ā and b̄ or ∗ ∗ raises b̄ above ā. By the deﬁnition of F R , since (b, a) ∈ / F R ( R ), there are a ∈ ā, b ∈ b̄, and i ∈ N such that a P i b . But by     transitivity, (b , a ) ∈ R 0 , which contradicts R 0 ∈ [ R i , R 0 [. 15 Equivalence under eﬃciency is a consequence of Theorem 2 and Remark 1. An example showing that converse of Lemma 2 fails in general is available upon request. 16 See, for example, Thomson (1993), Ching and Thomson (forthcoming), Miyagawa (2001), Gordon (2007b), Umezawa (2012), and Bossert and Sprumont (2014). 17 Bossert and Sprumont (2014) show that the strict-order status quo rules are eﬃcient and strategy-proof. 80 P. Harless / Games and Economic Behavior 95 (2016) 73–87 ∗ Adjacent welfare dominance. Let R ∈ R N and i ∈ N. Let R i ∈ R be adjacent to R i , R  ≡ ( R i , R −i ), R 0 ≡ F R ( R ), and R 0 ≡ R∗ F ( R  ). Let a and b be the alternatives reversed with a P i b and b P i a. Without loss of generality, suppose that (a, b) ∈ R ∗ . There are two cases. ∗ Case 1: a P ∗ b. By Step 1 of the deﬁnition of F R , R 0 and R 0 contain the same equivalence classes. Following Step 2 of the R∗ deﬁnition of F , each reversal made in the sequence leading to R 0 is also made in the sequence leading to R 0 . Moreover, all additional reversals made to reach R 0 reﬂectthe unanimous preference of the agents at R  . Therefore, all agents whose preferences are ﬁxed prefer R 0 to R 0 and R 0 ∈ j ∈ N \{i } [ R i , R 0 ]. Case 2: a I ∗ b. If ā = b̄, then ā = b̄ and R 0 and R 0 contain the same equivalence classes and the analysis from Case 1 applies. Suppose instead that a and b are in different equivalence classes of R 0 . Since b P i a, this implies b̄ P N ā and in ∗ particular b P N \{i } a. Now a P i b, so by Step 1 of the deﬁnition of F R , ā = b̄ and then ā ∪ b̄ ⊆ ā. First consider comparisons outside of ā. Restricted to A \ā, R 0 and R 0 contain the same equivalence classes. Following ∗ Step 2 of the deﬁnition of F R , each reversal made among these common equivalence classes in the sequence leading to R 0 is also made in the sequence leading to R 0 . Again, all additional reversals made to construct R 0 reﬂect the unanimous preference of the agents at R  and make all agents whose preferences are ﬁxed better off. Now consider ā and let c ∈ A \ā. If ā and c̄ are reversed in the sequence leading to R 0 , then either ā P N c̄ or c̄ P N ā. Since R and R  differ only by agent i’s preference over a and b, the same comparisons hold at R  . Since ā and c̄ are reversed in the sequence leading to R 0 , c̄ will also be reversed with each indifference class of R 0 contained in ā. Additional reversals in the sequence leading to R 0 between equivalence classes contained in ā and equivalence classes outside of ā make all agents whose preferences are ﬁxed better off. Finally, let c , d ∈ ā. If c̄  = d̄ , then either c̄  P N d̄ and c̄  P 0 d̄ or d̄ P N c̄  and d̄ P 0 c̄  . Now c , d ∈ ā, so c̄  I 0 d̄ and all agents whose preferences are ﬁxed prefer the comparison at R 0 . Altogether, all agents whose preferences are ﬁxed prefer ∗  ∗ all comparisons in R 0 to the comparison in R 0 and so F R ( R  ) ∈ j ∈ N \{i } [ R i , F R ( R )]. ∗ ∗ Group strategy-proofness. Let R ∈ R N , S ⊆ N, and R S ∈ R. Also let R  ≡ ( R S , R − S ), R 0 ≡ F R ( R ), and R 0 ≡ F R ( R  ). Suppose that R 0 = R 0 . ∗ Case 1: R 0 and R 0 contain different indifference classes. Following Step 1 of the deﬁnition of F R , there is a ∈ A such that ā∗ is broken differently to form indifference classes in R 0 and R 0 . Restricting attention in each order to ā∗ , let R 0 |ā∗ ≡ ∗ (a¯1 , . . . , a¯L ) and R 0 |ā∗ ≡ (a¯1  , . . . , a¯L   ) and let s be the ﬁrst index such that a¯s = a¯s  . By Step 2 of the deﬁnition of F R , a¯1 P N a¯2 P N · · · P N a¯L and a¯1  P N a¯2  P N · · · P N a¯L   . First suppose a¯s  ⊆ a¯s . Then there are i ∈ N, b ∈ a¯s \a¯s  , and c ∈ a¯s  such that c P N b and b P i c. Then R i = R i , so i ∈ S. Since b P i c, b R 0 c, and c P 0 b, R 0 ∈ / [ R i , R 0 ]. Next suppose a¯s ⊆ a¯s  . Then there are i ∈ N, b ∈ a¯s  \a¯s , and c ∈ a¯s such that c P i b and b P N c. Then R i = R i , so i ∈ S. Since b P i c, b P 0 c, and c R 0 b, R 0 ∈   / [ R i , R 0 ]. Finally suppose there are c ∈ a¯s \a¯s  and d ∈ a¯s  \a¯s . Then c P N d and d P N c and S = N. Since c P N d, c P 0 d, and d R 0 c, R 0 ∈ / ∩i ∈ N [ R i , R 0 ] . ∗ Case 2: R 0 and R 0 contain the same indifference classes. Following Step 2 of the deﬁnition of F R , let s be the last sub-step at which the sequences leading to R 0 and R 0 agree and let R (s) be the common order at this sub-step. Since R 0 = R 0 , at least one sequence reverses the order of two indifference classes in the next step. Let a, b ∈ A be such that ā and b̄ are the highest indifference classes reversed at this sub-step in either sequence. Then ā and b̄ are adjacent in R (s) . Without loss of generality, suppose a R ∗ b so that ā P (s) b̄. First suppose that ā and b̄ are reversed in the sequence leading to R 0 . Then b̄ P N ā and there are i ∈ N, c ∈ ā, and d ∈ b̄ such that c P i d. Then R i = R i , so i ∈ S. Since d P i c, d P 0 c, and c P 0 d, R 0 ∈ / [ R i , R 0 ]. Suppose instead that ā and b̄ are reversed in the sequence leading to R 0 . Then b̄ P N ā and there are i ∈ N, c ∈ ā, and d ∈ b̄ such that c P i d. Then R i = R i , so i ∈ S. Since c P i d, c P 0 d, and d P 0 c, R 0 ∈ / [ R i , R 0 ]. 2 We now characterize the rules satisfying eﬃciency and adjacent welfare dominance. We ﬁrst identify those rules which are also strict. Here, the lattice structure of (R, R ∗e ) permits an intuitive proof. Theorem 1. For a ﬁxed population with at least three agents, a rule satisﬁes strictness, eﬃciency, and adjacent welfare dominance if and only if it is a strict-order status quo rule. Proof. We have seen that each status quo rule satisﬁes eﬃciency and adjacent welfare dominance, and the strict-order sta- tus quo rules satisfy strictness by deﬁnition. For the converse, let F be a rule satisfying the axioms of the theorem. By Lemma 2, F also satisﬁes pairwise welfare dominance. We ﬁrst calibrate the rule by constructing a candidate reference order: Let R̃ ∈ R N be an economy with an inverse pair and let R ∗ ≡ F ( R̃ ). Now let R ∈ R N and R 0 ≡ F ( R ). Since (R, R ∗e ) is a P. Harless / Games and Economic Behavior 95 (2016) 73–87 81 R0 R∗ . .  . . . . ⊇ S1 a b .  . S1 ∪ S2 ∪ S3 . ⊇ S2 b a . .  . . . . ⊇ S3 Fig. 1. Illustrating the preferences hypothesized in Step 2 of the proof of Theorem 1. The alternatives between a and b in R 0 are partitioned according to their location in R ∗ . By Step 1, alternatives from S 1 and S 2 are unanimously comparable to a and alternatives from S 3 and S 2 are unanimously comparable to b. ∗ lattice, { R i : i ∈ N } has a unique least upper bound, namely F R ( R ). To conclude, we show that R 0 is the least upper bound on { R i : i ∈ N } in (R, R ∗e ). Step 1: For each (a, b) ∈ R 0 \ R ∗ , either a P N b or b P N a. Let (a, b) ∈ R 0 \ R ∗ and let i , j , k ∈ N be distinct. Let R j ≡ R − i 1 and R k ≡ R − i 1 . By Lemma 3, F ( R j , R − j ) = F ( R k , R −k ) = R ∗ . By pairwise welfare dominance, either a P N \{ j } b or b P N \{ j } a. Also by pairwise welfare dominance, either a P N \{k} b or b P N \{k} a. Since i ∈ N \{ j } and i ∈ N \{k}, these conditions together imply that either a P N b or b P N a. Step 2: R 0 is an upper bound. Again let (a, b) ∈ R 0 \ R ∗ . By Step 1, either a P N b or b P N a, so suppose by way of contradiction that b P N a. We may suppose that there is no pair of alternatives between a and b in R 0 with the same properties: If there is a pair a , b ∈ A such that a P 0 a P 0 b P 0 b, (a , b ) ∈ R 0 \ R ∗ , and b P N a , then we pass to that pair. Let S ≡ {c ∈ A : a P 0 c P 0 b} and S 1 ≡ {c ∈ S : c P ∗ b}, S 2 ≡ {c ∈ S : b P ∗ c P ∗ a}, and S 3 ≡ {c ∈ S : a P ∗ c }. The partition is illustrated in Fig. 1. By Step 1, we may partition these sets as S 1 ≡ S 1+ ∪ S 1− , S 2 ≡ S 2+ ∪ S 2− , and S 3 ≡ S 3+ ∪ S 3− so that S 1+ P N a P N S 1− , S 3+ P N b P N S 3− , and S 2+ P N b P N a P N S 2− . Let S + ≡ S 1+ ∪ S 2+ ∪ S 3+ ∪ {b} and S − ≡ S 1− ∪ S 2− ∪ S 3− ∪ {a} and deﬁne R 0 ∈ R by R 0 ≡ R 0 ∪ {(c + , c − ) : c + ∈ S + , c − ∈ S − }\{(c − , c + ) : c + ∈ S + , c − ∈ S − }. Comparing S + and S − , only elements from the sets S 1+ and S 3− may be incomparable. If either S 1+ = ∅ or S 3− = ∅, then   R 0 ∈ i ∈ N [ R 0 , R i [. Similarly, if for each c + ∈ S 1+ and each c − ∈ S 3− , either c + P 0 c − or c + P N c − , then R 0 ∈ i ∈ N [ R 0 , R i [. + − Either case violates eﬃciency. Suppose instead that there are a ∈ S 1 , b ∈ S 3 , and i ∈ N such that a P 0 b and b P i a . Since b P ∗ a , by Step 1, b P i a implies b P N a . But now a P 0 a P 0 b P 0 b contradicts our assumption that no pair between a and b in R 0 with the same properties. Instead, a P N b and R 0 is the least upper bound of { R i : i ∈ N } in (R, R ∗e ). ∗  Step 3: R 0 is the least upper bound. Let R 0 ≡ R  F ( R ∗) so R 0 is the  ∗  upper bound. Then R 0 ∈ i ∈ N [ R , R i ]. Since R 0 is an least upper bound, R 0 ∈ [ R , R 0 ]. Moreover, R 0 ∈ i ∈ N [ R , R i ], so R 0 ∈ i ∈ N [ R 0 , R i ] (see Footnote 5). Then by eﬃciency, R 0 = R 0 . ∗   ∗ Since R 0 is the least upper bound of { R i : i ∈ N } in (R, R ∗e ), by Lemma 1, R 0 = F R ( R ). 2 Theorem 2 drops the assumption of strictness. In this case, the full class of status quo rules emerges. Theorem 2. For a ﬁxed population with at least three agents, a rule satisﬁes eﬃciency, and adjacent welfare dominance if and only if it is a status quo rule. The proof of Theorem 2 is in Appendix A. Compared with the proof of Theorem 1, the additional diﬃcultly consists of appropriately handling indifference classes. In particular, analyzing the conditions under which indifference classes may be split or merged requires delicate treatment. Remark 1. The characterizations in Theorems 1 and 2 continue to hold if adjacent welfare dominance is replaced by pairwise welfare dominance. Together with Proposition 1, we have an immediate relationship among axioms. 82 P. Harless / Games and Economic Behavior 95 (2016) 73–87 Corollary 1. Adjacent welfare dominance and eﬃciency imply group strategy-proofness. This link between solidarity and incentive properties is familiar from other public decision models.18 Intuitively, solidarity properties align the interests of all agents and eﬃciency prevents the rule from behaving perversely. Our ﬁnal results are, unfortunately, negative: strengthening either adjacent welfare dominance to welfare dominance or eﬃciency to strong eﬃciency in Theorem 2 leads to an impossibility. Proposition 2. With at least three alternatives, (i) no rule satisﬁes eﬃciency and welfare dominance; and (ii) no rule satisﬁes strong eﬃciency and adjacent welfare dominance. Proof. Since welfare dominance implies adjacent welfare dominance and strong eﬃciency implies eﬃciency, it suﬃces to show that no status quo rule satisﬁes the stronger properties. In each case, we provide an example with exactly three alternatives and a strict-order status quo rule. The examples embed in larger problems by distinguishing the top three alternatives in the reference order and considering an economy in which all agents’ preferences below these three alternatives coincide with the reference order. The examples also apply to weak-order status quo rules because, in each case, eﬃciency requires that indifferences be broken to yield the same ﬁnal orders. Let A ≡ {a, b, c } and let R ∗ , R 0 , R 0 , R 0 ∈ R be as speciﬁed in the table. R∗ R0 R 0 R 0 R̂ 0 R̂ 0 a c a b b c b b c a c a c a b c a b ∗ We show that F R satisﬁes neither welfare dominance nor strong eﬃciency. ∗ ∗ Welfare dominance. Let R ≡ ( R 0 , R 0 , . . . , R 0 ) and R  ≡ ( R 0 , R 0 , . . . , R 0 ). Then F R ( R ) = R 0 and F R ( R  ) = R 0 . However, R 0 ∈ / [ R 0 , R 0 ] and R 0 ∈ / [ R 0 , R 0 ] so R 0 and R 0 are not comparable according to R 0 . This violates welfare dominance. ∗  Strong eﬃciency. Let R̂ ≡ ( R̂ 0 , R̂ 0 , . . . , R̂ 0 ). Then F R ( R̂ ) = R ∗ . However, (c , a) ∈ j∈N / R ∗ . This violates R̂ j while (c , a) ∈ strong eﬃciency. 2 4. Variable populations To accommodate variable populations, we generalize our deﬁnition of an economy. Let N be a countable set of potential agents. An economy is now a pair N ⊂ N and R ∈ R N , denoted by ( N , R ). In a variable-population model, it is natural to require solidarity with respect to changes in the population.19 When one agent leaves, we require that all remaining agents are no worse off than initially.  Population monotonicity: For each N ∈ N , each R ∈ R N , and each i ∈ N, F ( N \{i }, R −i ) ∈ j ∈ N \{i } [ R j , F ( N , R )].  Solidarity alone would also allow f ( N , R ) ∈ j ∈ N \{i } [ R j , F ( N \{i }, R −i )]. In our model, this possibility violates eﬃciency and is arguably perverse. Since we will only impose population monotonicity in conjunction with eﬃciency, we follow Bossert and Sprumont (2014) and state the axiom in the simpler directed form. We may also be interested in the departure of groups of agents. Because we use the  directed form, population monotonicity immediately implies the stronger conclusion that for each S ⊆ N, F ( N \ S , R − S ) ∈ j ∈ N \ S [ R j , F ( N , R )]. The status quo rules generalize naturally to this setting. Given R ∗ ∈ R, the variable-population status quo rule with ∗ ∗ ∗ reference order R ∗ , F R ,20 is deﬁned so that for each N ∈ N and each R ∈ R N , F R ( N , R ) ≡ F R ( R ). Each rule applies a single reference order in all populations. Conceivably, the reference order could depend on the set of agents who are present, but this is inconsistent with population monotonicity. In fact, eﬃciency and population monotonicity characterize the variable-population status quo rules.21 To verify this, we ﬁrst relate population monotonicity and pairwise welfare dominance. Lemma 4. If a variable-population rule satisﬁes population monotonicity, then it satisﬁes pairwise welfare dominance. 18 For example, see Thomson (1993), Ching and Thomson (forthcoming), Miyagawa (2001), and Gordon (2007a, 2007b). 19 Population monotonicity was ﬁrst introduced for bargaining problems (Thomson, 1983a, 1983b). The adaptation to our setting is due to Bossert and Sprumont (2014). 20 With slight abuse of notation, we directly extend our naming convention to emphasize the relationship to the (ﬁxed-population) status quo rules. 21 Bossert and Sprumont (2014) characterize the strict-order status quo rules on the basis of eﬃciency, population monotonicity, and strictness (their Theorem 2). Our Theorem 3 generalizes this result. P. Harless / Games and Economic Behavior 95 (2016) 73–87 83 Proof. Let F satisfy population monotonicity. Let N ∈ N , R ∈ R N , i ∈ N \ N, and R i , R i ∈ R. Let R 0 ≡ F ( N ∪ {i }, ( R , R i )), R 0 ≡ F ( N ∪ {i }, ( R , R i )), and R 0 ≡ F ( N , R ). Suppose by way of contradiction that there are (a, b) ∈ R 0 \ R 0 and j , k ∈ N such that (a, b) ∈ R j and (b, a) ∈ R k . By population monotonicity, (a, b) ∈ R 0 ∩ R j implies (a, b) ∈ R 0 . But also by population monotonicity, (b, a) ∈ R 0 ∩ R k implies (b, a) ∈ R 0 , which is a contradiction. 2 Interestingly, population monotonicity does not directly imply adjacent welfare dominance.22 Nevertheless, together with Theorem 2 and Remark 1, Lemma 4 provides a second characterization of the status quo rules. Theorem 3. A variable-population rule satisﬁes eﬃciency and population monotonicity if and only if it is a variable-population status quo rule. 5. Discussion Our results contribute to the growing literature on solidarity. Welfare dominance originated in the study binary choice (Moulin, 1987) whereas population monotonicity was ﬁrst applied to bargaining (Thomson, 1983a, 1983b). Since their intro- duction, versions of these axioms have been studied for allocating a divisible resource (Thomson, 1997), assigning objects and money (Thomson, 1998), choosing the location of one or more facilities (Thomson, 1993; Ching and Thomson, forth- coming; Miyagawa, 2001; Gordon, 2007b; Umezawa, 2012; Harless, 2015b), and social choice (Gordon, 2007a; Gordon, 2015; Harless, 2015a).23 Population monotonicity has been adapted to our context (Bossert and Sprumont, 2014), but our formula- tion of welfare dominance is new. Our restriction of welfare dominance to adjacent welfare dominance parallels the restriction of strategy-proofness to “adjacent strategy-proofness” studied by Sato (2013) and Cho (2016).24 Most closely, our conclusions complement those Bossert and Sprumont (2014) obtain in the same setting, particularly their characterization of the strict-order status quo rules by eﬃciency and population monotonicity. Our Theorem 3 extends this characterization to the full family of status quo rules. Moreover, our Theorems 1 and 2 show that ﬁxed-population solidarity principles lead to the same rules. Our analysis also reinforces the conclusion Gordon (2007a) draws in a general social choice framework: welfare dominance is “stronger” than population monotonicity. Our results are best understood by comparison with those obtained by Gordon (2007b) for choosing a location on a cycle and Gordon (2015) for a generalized model of social choice with complete preferences.25 The common thread is a robust incompatibility between welfare dominance and eﬃciency.26 However, because preferences in our model are incomplete, the relative force of the axioms differ. To illustrate, consider the case with three alternatives A ≡ {a, b, c } and let R 0 ≡ (a, b, c ). According to the prudent extension, abc P 0e bac P 0e bca P 0e cba and abc P 0e acb P 0e cab P 0e cba, but no further comparisons are possible. The six orders can be conveniently represented as a cycle: abc–bab–bca–cba–cab–acb–abc sp sp Following Gordon (2007a), let R 0 be the single-peaked preference relation over the cycle with peak at R 0 . Then R 0 extends sp sp sp sp R e0 to include bac I 0 acb and bca I 0 cab, which imply bac P 0 cab and acb P 0 bca by transitivity.27 Now let R 1 ≡ cab and e sp sp sp similarly deﬁne R 1 and R 1 . Compared according to ( R 0 , R 1 ), three selections are eﬃcient: abc, acb, and cab. In contrast, compared according to ( R e0 , R e1 ), bca is also eﬃcient, so eﬃciency is stronger with complete preferences. On the other hand, sp sp welfare dominance is weaker: Compared according to ( R 0 , R 1 ), a change from bca to acb beneﬁts both agents whereas the change is not comparable by either agent according to ( R e0 , R e1 ) which violates welfare dominance. Our positive results rely on relaxing the “stronger” axiom, welfare dominance. With complete preferences, relaxing the “weaker” axiom welfare dominance in a similar fashion does not appear to circumvent the incompatibility.28 Our model includes the universal domain of strict preferences over a ﬁnite set of abstract alternatives. Modifying these assumptions suggests several avenues for future work. For example, we may enrich the preference domain to allow agents to express indifference or further restrict the domain to a special class of preferences, such as preferences which are single- peaked with respect to a reference order. Similarly, with a speciﬁc economic environment in mind, we may impose a 22 Example available upon request. 23 See Thomson (1999) for a survey. 24 Other studies parameterize normative axioms (Moulin and Thomson, 1988; Piacquadio, 2014; Harless, 2015b) or related incentive properties (Carroll, 2012; Cho, 2014). 25 Nehring and Puppe (2007) introduce the generalized model based on “attributes” and Nehring and Puppe (2010) draw similar conclusions about strategy-proofness preference aggregation. 26 More speciﬁcally, Gordon (2015) identiﬁes a class of “median spaces” on which these axioms are compatible. As we deﬁne betweenness, our model does not fall in this class: For example, the Condorcet triple abc–bca–cab has no median. 27 Of course, R e0 can be completed in several other ways. Following Gordon (2015), by appropriate choice of attributes, we obtain each of the 11 possible sp completions of R e0 . Once the attributes are ﬁxed, the comparison is analogous to that with R 0 . 28 Fully specifying the extent of this incompatibility is an open question. For choosing a location on an interval, however, there is a result: Under eﬃciency, a localized version of welfare dominance is equivalent to welfare dominance (Harless, 2015b). 84 P. Harless / Games and Economic Behavior 95 (2016) 73–87 topological structure on the space of alternatives. Alternatively, following Gordon (2015), we may study solidarity in a gen- eral attribute space and introduce incomplete preferences. Finally, we have used the prudent extension to derive preferences over orders. Other extensions as possible, perhaps based on distance. Comparing extensions may yield additional insight. Appendix A. Proof of Theorem 2 Theorem 2 characterizes the status quo rules on the basis of eﬃciency and adjacent welfare dominance. We have seen that each status quo rule satisﬁes these axioms, so we turn to the converse. In fact, we prove a stronger claim: Each rule satisfying eﬃciency and pairwise welfare dominance is a status quo rule. We divide the proof into several lemmas. Lemma 3, proved earlier, shows that each rule satisfying pairwise welfare dominance selects the same reference order in each economy that contains an inverse pair. For ease of presentation, we ﬁx the rule, economy, and notation for all subsequent results. Let F be a rule satisfying eﬃciency and pairwise welfare dominance. Let R ∈ R N . To calibrate the candidate reference order, let i , j ∈ N, R̂ 0 ∈ R with ∗ inverse R̂ 0−1 , and deﬁne R ∗ ≡ F ( R̂ 0 , R̂ 0−1 , R −i j ). Now let R 0 ≡ F R ( R ) and R 0 ≡ F ( R ). For each a ∈ A, let ā, ā , and ā∗ denote  ∗ the equivalence classes of a in R 0 , R 0 , and R respectively. Lemma 5 shows that each alteration F makes to the reference order meets with unanimous approval or unanimous disapproval. This is a consequence of pairwise welfare dominance alone. Lemma 5. For each pair a, b ∈ A, if (a, b) ∈ R 0 \ R ∗ or (b, a) ∈ R ∗ \ R 0 , then either a P N b or b P N a. Proof. Let a, b ∈ A be such that either (a, b) ∈ R 0 \ R ∗ or (b, a) ∈ R ∗ \ R 0 and let i , j , k ∈ N be distinct. By Lemma 3, F (Ri , R− i 1 , R −i j ) = F ( R i , R − i 1 , R −ik ) = R ∗ . By pairwise welfare dominance, either a P N \{ j } b or b P N \{ j } a. Also by pairwise welfare dominance, either a P N \{k} b or b P N \{k} a. Since i ∈ N \{ j } and i ∈ N \{k}, these conditions together imply that either a P N b or b P N a. 2 We next show that F does not add indifferences to the reference order. Interestingly, this conclusion requires eﬃciency. Lemma 6. For each a ∈ A, ā ⊆ ā∗ . Proof. Suppose by way of contradiction that there is a pair a, b ∈ A such that ā = b̄ and ā∗ = b̄∗ . By Lemma 5, either a P N b or b P N a. Without loss of generality, suppose a P N b. Let S a ≡ ā ∩ ā∗ , S b ≡ ā ∩ b̄∗ , and S 0 ≡ ā \( S a ∪ S b ) so ā = S a ∪ S b ∪ S 0 . By Lemma 5, these sets may be partitioned as S a ≡ S a+ ∪ S a− , S b ≡ S b+ ∪ S b= ∪ S b− , and S 0 ≡ S 0+ ∪ S 0− so that S b+ P N S a+ P N S b= P N S a− P N S b− and S 0+ P N b P N S 0− . Let S + ≡ S a+ ∪ S b+ ∪ S 0+ and S − ≡ S a− ∪ S b= ∪ S b− ∪ S 0− . Then a ∈ S + , b ∈ S − , ā = S + ∪ S − , and S + P N S − . But now we can construct a Pareto improvement by breaking the indifference class: Let R 0 ≡ R 0 \ (c − , c + ) : c + ∈ S + and c − ∈ S −  so R 0 ∈ i ∈ N [ R i , R 0 [, which violates eﬃciency. Instead, a I ∗ b and ā ⊆ ā∗ . 2 Lemma 7 extends Lemma 5 to indifference classes. Lemma 7. For each pair a, b ∈ A, if (a, b) ∈ R 0 \ R ∗ or (b, a) ∈ R ∗ \ R 0 , then either ā P N b̄ or b̄ P N ā. Proof. Let a, b ∈ A be such that either (a, b) ∈ R 0 \ R ∗ or (b, a) ∈ R ∗ \ R 0 . By Lemma 6, ā ⊆ ā∗ and b̄ ⊆ b̄∗ . Therefore, for each a ∈ ā and each b ∈ b̄ , either (a , b ) ∈ R 0 \ R ∗ or (b , a ) ∈ R ∗ \ R 0 . By Lemma 5, either a P N b or b P N a . We may partition ā and b̄ as ā ≡ S a+ ∪ S a− and b̄ ≡ S b+ ∪ S b− so that S a+ P N b P N S a− and S b+ P N a P N S b− . If S a+ = ∅ = S a− , then breaking ā by raising S a+ above S a− is a Pareto improvement. Similarly, if S b+ =  ∅ = S b− , then breaking b̄ by raising S b above S b is a Pareto improvement. Instead, at least one set in each partition is empty. If ā = S a+ , then b ∈ S b− and so + − b̄ = S b− . In this case, ā P N b̄ . If instead ā = S a− , then b ∈ S b+ and so b̄ = S b+ . In this case, b̄ P N ā . 2 We can now extend Lemma 5 to show that, in fact, agents unanimously approve all changes to the reference order. Lemma 8. For each pair a, b ∈ A, if (a, b) ∈ R 0 \ R ∗ or (b, a) ∈ R ∗ \ R 0 , then ā P N b̄ . Proof. Let a, b ∈ A be such that either (a, b) ∈ R 0 \ R ∗ or (b, a) ∈ R ∗ \ R 0 and suppose by way of contradiction that there is i ∈ N such that b P i a. We may choose a and b to be as near as possible in R 0 . More precisely, if there are a , b ∈ A and P. Harless / Games and Economic Behavior 95 (2016) 73–87 85 R0 R∗ . .  . . . . ⊇ S1 ⎫ ā b̄∗ ⎪ ⎪ ⎬ . . S1 ∪ S2 ∪ S3 . ⎪ ⎪ ⊇ S2 ⎭ b̄ ā∗ . .  . . . . ⊇ S3 Fig. 2. Illustrating the preferences hypothesized in Lemma 8. The alternatives between a and b in R 0 are partitioned according to their location in R ∗ . By Lemma 5, alternatives from S 1 and S 2 are unanimously comparable to a and alternatives from S 3 and S 2 are unanimously comparable to b. i  ∈ N such that b P i  a , a P 0 a P 0 b P 0 b, and either (a , b ) ∈ R 0 \ R ∗ or (b , a ) ∈ R ∗ \ R 0 , then we pass to a and b instead. By Lemma 5, b P N a. We distinguish the (possibly empty) set of alternatives between a and b in R 0 . Let S ≡ {c ∈ A : a P 0 c P 0 b} and S 1 ≡ {c ∈ S : c P ∗ b}, S 2 ≡ {c ∈ S : b R ∗ c R ∗ a} S 3 ≡ {c ∈ S : a P ∗ c }. The partition is illustrated in Fig. 2. By Lemmas 5 and 7, we may partition these sets as S 1 ≡ S 1+ ∪ S 1− , S 2 ≡ S 2+ ∪ S 2− , and S 3 ≡ S 3+ ∪ S 3− so that S 1+ P N ā P N S 1− , S 2+ P N b̄ P N ā P N S 2− , and S 3+ P N b̄ P N S 3− . Let S + ≡ S 1+ ∪ S 2+ ∪ S 3+ ∪ {a} and S − ≡ S 1− ∪ S 2− ∪ S 3− ∪ {b} and deﬁne   R 0 ≡ R 0 ∪ (c + , c − ) : c + ∈ S + and c − ∈ S − \ (c − , c + ) : c + ∈ S + and c − ∈ S − . Except possibly the alternatives from S 1+ and S 3− , the alternatives in S + are unanimously comparable with the alternatives in S − . By Lemma 6, each pair a ∈ S 1+ and b ∈ S 3− are in different indifference classes in R 0 . If either S 1+ = ∅ or S 3− = ∅, then R 0 is a Pareto improvement over R 0 . Similarly, if for each a ∈ S 1+ and each b ∈ S 3− such that a+ P 0 b− , we have a+ P N b− , then R 0 is a Pareto improvement over R 0 . Instead, there are a ∈ S 1+ , b ∈ S 3− , and i  ∈ N such that a P 0 b and b P i  a . But a P 0 a P 0 b P 0 b, so this contradicts the choice of a and b. Instead, ā P N b̄ . 2 ∗ We now show that F and F R include the same indifference classes. Lemma 9. For each a ∈ A, ā = ā. Proof. First we show ā ⊆ ā. Let a, b ∈ A with ā = b̄ . By Lemma 6, ā∗ = b̄∗ . Suppose by way of contradiction that ā = b̄ and, without loss of generality, a P 0 b. Let S a ≡ {a ∈ ā∗ : a R 0 a} and S b ≡ {b ∈ ā∗ : a P 0 b }. Then a ∈ S a , b ∈ S b , and ā∗ = S a ∪ S b . ∗ Moreover, by the deﬁnition of F R , ā P N b̄. Now let R 0 ≡ R 0 \ (b , a ) : b ∈ ā ∩ S b and a ∈ ā ∩ S a . Then R 0 is a Pareto improvement over R 0 . Instead, ā = b̄ and ā ⊆ ā. Next we show ā ⊆ ā . Let a, b ∈ A with ā = b̄. Suppose by way of contradiction that ā = b̄ and, without loss of generality, ∗ a P 0 b. By deﬁnition of F R , ā ⊆ ā∗ and so (b, a) ∈ R ∗ \ R 0 . If there are a , b ∈ ā and i , j ∈ N such that a ∈ ā , b ∈ b̄ , a P i b ,   and b P j a , then we will have a contradiction with Lemma 7. The following claim shows that such combination exists. Claim: There are a , b ∈ ā and i , j ∈ N such that a I 0 a, b I 0 b, a P i b , and b P j a . Let S a ≡ {c ∈ ā : c R 0 a} and S b ≡ {c ∈ ā : a P 0 c }. Then a ∈ S a , b ∈ S b , and ā = S a ∪ S b . ∗ Suppose S a = {a}. Since ā = b̄, by the deﬁnition of F R , there are c ∈ S b and i , j ∈ N such that a P i c and c P j a. However, by Lemma 7, either a P N c or c P N a, so this is a contradiction. Similarly, if S b = {b}, then there are c  ∈ S a and i  , j  ∈ N such that c  P i  b and b P j  c  . This contradicts Lemma 7. ∗ Suppose instead that | S a | ≥ 2 and | S b | ≥ 2. By the deﬁnition of F R , there are a , a ∈ S a , b , b ∈ S b , and i , j ∈ N such     that a P i b and b P j a . Then by Lemmas 7 and 8, (i) a P N b  (ii) b P N a 86 P. Harless / Games and Economic Behavior 95 (2016) 73–87 R0 R∗ . .  . . . . ⊇ Sa ā ā∗ ⎧ ⎫ ⎪ ⎪ C1 ⎪ ⎪ ⎨ ⎬ Sa ∪ S 0 ∪ Sb = . . ⊇ S0 . . ⎪ ⎪ . . ⎪ ⎪ ⎩ ⎭ Cl  b̄ b̄∗ . . . . ⊇ Sb . . Fig. 3. Illustrating the preferences hypothesized in Lemma 10. The alternatives between a and b in R 0 are partitioned according to their location in R ∗ . Sets C 1 , . . . , C l enumerate the indifference classes of R 0 which constitute S a ∪ S 0 ∪ S b . (iii) a P N b or b P N a (iv) a P N b or b P N a . If the ﬁrst conditions hold in (iii) and (iv), then a P N b P N a P N b . By Lemma 7, all agents rank the remaining alternatives in ā the same with respect to these four distinguished alternatives. More precisely, for each c ∈ ā\{a , a , b , b }, (v) c P N a or a P N c (vi) c P N a or a P N c . Then ā can be partitioned into more preferred and less preferred sets: Let Ŝ a ≡ {c ∈ ā : c R N a } and Ŝ b ≡ ā\ Ŝ a . But a I 0 a , ∗ so this contradicts the deﬁnition of F R . The remaining combinations of conditions in (iii) and (iv) yield similar partitions. If the ﬁrst condition of (iii) and second condition of (iv) hold, then a P N b P N a and a P N b P N a . Again we can ﬁnd a unanimous partition separating a and a which contradicts a I 0 a . If the second condition of (iii) and ﬁrst condition of (iv) hold, then b P N a P N b and b P N a P N b . In this case, we can ﬁnd a unanimous partition separating b and b which contradicts b I 0 b . Finally, if the second conditions hold in both (iii) and (iv), then b P N a P N a P N b . Again we can ﬁnd a unanimous partition separating b and b which contradicts b I 0 b . This veriﬁes the claim. 2 To complete the proof of Theorem 2, we show that R 0 and R 0 order their common indifference classes in the same way. Since the indifference classes are the same, we drop the prime notation and let ā refer to the common indifference class of a in R 0 and R 0 . Lemma 10. The orders R 0 and R 0 coincide. Proof. By Lemma 9, R 0 and R 0 contain the same indifference classes. Suppose by way of contradiction that the orders differ. Then there is a pair a, b ∈ A such that a P 0 b and b P 0 a. Without loss of generality, we may assume that ā and b̄ are ∗ adjacent in R 0 , passing to a different pair of indifference classes if necessary. If b R ∗ a, then by the deﬁnition of F R , ā P N b̄. But then, switching the order of these indifference classes in R 0 is a Pareto improvement: Let   R 0 ≡ R 0 ∪ (a , b ) : a ∈ ā and b ∈ b̄ \ (b , a ) : a ∈ ā and b ∈ b̄ ,  so R 0 ∈  i ∈ N [ R i , R 0 [, which violates eﬃciency. Suppose instead that a P ∗ b. By Lemma 8, b̄ P N ā. Let S a ≡ {c ∈ A : c R ∗ a and a P 0 c P 0 b}, S 0 ≡ {c ∈ A : a P ∗ c P ∗ b and a P 0 c P 0 b}, S b ≡ {c ∈ A : b R ∗ c and a P 0 c P 0 b}, ∗ and S ≡ S a ∪ S 0 ∪ S b . The partition is illustrated in Fig. 3. By the deﬁnition of F R , S b P N b̄ P N ā P N S a . We claim that S 0 = ∅. Suppose by way of contradiction that S 0 = ∅. First, if S = ∅, then ā and b̄ are adjacent in R 0 . But then a P 0 b violates eﬃciency, so instead S = ∅. Let c ∈ S be in the indifference class immediately below ā in R 0 . If c ∈ S b , then c̄ P N ā in violation of eﬃciency. Instead, c ∈ S a . Let c  ∈ S be in the indifference class immediately below c̄ in R 0 . If c  ∈ S b , then c̄  P N c̄ in violation of eﬃciency. Instead, c  ∈ S a . Continuing in this fashion, S b = ∅. But now there is c  ∈ S a in the indifference class immediately above b. Since b̄ P N S a , this violates eﬃciency. Instead, S 0 = ∅. P. Harless / Games and Economic Behavior 95 (2016) 73–87 87 l For reference, we enumerate the indifference classes in R 0 that constitute S. Let C 1 , . . . , C l ⊆ S be such that k=1 C k = S and for each pair k, k ∈ {1, . . . , l} with k < k , C k P 0 C k . By Lemma 6, for each k ∈ {1, . . . , l}, either C k ⊆ S a , C k ⊆ S b , or C k ⊆ S 0 . Let C + , C − ∈ {C 1 , . . . , C l } be the highest and lowest indifference classes that intersect S 0 : C + , C − ⊆ S 0 and for each c ∈ S 0 , C + R 0 c̄ R 0 C − . We now compare the locations of the alternatives of S 0 in R 0 and R 0 . First consider C + and suppose that C + P 0 b̄. Then ∗ by Lemma 8, C + P N b̄ P N ā P N S a . By the deﬁnition of F R , C + P N ā implies C + = C 1 and so C 1  S 0 . Similarly, S b P N ā ∗ implies C 1  S b so C 1 ⊆ S a . Since C + P N C 1 , by the deﬁnition of F R , C + = C 2 . Repeating the same arguments, C 2 ⊆ S a . l Continuing in this fashion, i =1 C k ⊆ S a . But then S 0 = ∅, which is a contradiction. Instead, b̄ P 0 C + . Since ā and b̄ are adjacent in R 0 , ā P 0 C + . ∗ Next consider C − and suppose that ā P 0 C − . Then by Lemma 8, S b P N b̄ P N ā P N C − . By the deﬁnition of F R , b̄ P N C − implies C − = C l and so C l  S 0 . Similarly, b̄ P N S a implies C l  S a so C l ⊆ S b . But now C l P N C − , so C − = C l−1 . Repeating l the same arguments, C l−1 ⊆ S b . Continuing in this fashion, C i =1 k ⊆ S b . But then S 0 = ∅ , which is a contradiction. Instead, C − P 0 ā. Since ā and b̄ are adjacent in R 0 , C − P 0 b̄. Altogether, C − P 0 b̄ P N ā P 0 C + , so by Lemma 8, C − P N b̄ P N ā P N C + . Also, S b P N C + and C − P N S a . Since C − P N C + , by ∗ the deﬁnition of F R , C + and C − are not adjacent in R 0 . Moreover, repeating the same arguments as before with C + in the place of ā and C − in the place of b̄, there is a pair C̃ + , C̃ − ⊆ S 0 such that C + P 0 C̃ + P 0 C̃ − P 0 C − . These arguments further imply that C̃ − P 0 C − P 0 b̄ P N ā P 0 C + P 0 C̃ + . But then C̃ − P N C̃ + , so C̃ + and C̃ − are not adjacent in R 0 . Continuing in this fashion, we obtain two sequences of indifferences classes contained in S 0 , but this is impossible as {C 1 , . . . , C l } contains ﬁnitely many indifference classes. Instead, we conclude that ā P 0 b̄ and R 0 = R 0 . 2 ∗ Combining the results of Lemmas 3 through 10, we conclude that F = F R . Altogether, each rule satisfying eﬃciency and pairwise welfare dominance is a status quo rule. References Arrow, K.J., 1963. Social Choice and Individual Values, 2nd edition. John Wiley, New York. Bogomolnaia, A., Moulin, H., 2001. A new solution to the random assignment problem. J. Econ. Theory 100, 295–328. Bossert, W., Sprumont, Y., 2014. Strategy-proof preference aggregation: possibilities and characterizations. Games Econ. Behav. 85, 109–126. Carroll, G., 2012. When are local incentive constraints suﬃcient? Econometrica 80 (2), 661–686. Ching, S., Thomson, W., forthcoming. Population-monotonicity in public good economies. Soc. Choice Welfare. Cho, W.J., 2014. Impossibility results for parametrized notions of eﬃciency and strategy-proofness in exchange economies. Games Econ. Behav. 86, 26–39. Cho, W.J., 2016. Incentive properties for ordinal mechanisms. Games Econ. Behav. http://dx.doi.org/10.1016/j.geb.2015.12.003. Gordon, S., 2007a. Public decisions: solidarity and the status quo. Games Econ. Behav. 61, 225–241. Gordon, S., 2007b. Solidarity in choosing a location on a cycle. Soc. Choice Welfare 29, 125–147. Gordon, S., 2015. Unanimity in attribute-based preference domains. Soc. Choice Welfare 44, 13–29. Guilbaud, G., Rosenstiehl, P., 1963. Analyse algébrique d’un scrutin. Math. Sci. Hum. 4, 9–33. Harless, P., 2015a. Reaching consensus: solidarity and strategic properties in binary social choice. Soc. Choice Welfare 45 (1), 1–25. Harless, P., 2015b. Solidarity with respect to small changes in preferences in public good economies with single-peaked preferences. Math. Soc. Sci. 75, 81–86. Miyagawa, E., 2001. Locating libraries on a street. Soc. Choice Welfare 18, 527–541. Moulin, H., 1987. The pure compensation problem: egalitarianism vs. laisse-fairism. Quart. J. Econ. 102, 769–783. Moulin, H., Thomson, W., 1988. Can everyone beneﬁt from growth?: two diﬃculties. J. Math. Econ. 17, 339–345. Nehring, K., Puppe, C., 2007. The structure of strategy-proof social choice – part I: general characterization and possibility results on median spaces. J. Econ. Theory 135, 269–305. Nehring, K., Puppe, C., 2010. Abstract Arrowian aggregation. J. Econ. Theory 145, 467–494. Piacquadio, P.G., 2014. Intergenerational egalitarianism. J. Econ. Theory 153, 117–127. Sato, S., 2013. A suﬃcient condition for the equivalence of strategy-proofness and nonmanipulability by preferences adjacent to the sincere one. J. Econ. Theory 148 (1), 259–278. Thomson, W., 1983a. The fair division of a ﬁxed supply among a growing population. Math. Oper. Res. 8, 319–326. Thomson, W., 1983b. Problems of fair division and the egalitarian solution. J. Econ. Theory 31, 211–226. Thomson, W., 1993. The replacement principle in public good economies with single-peaked preferences. Econ. Letters 42, 31–36. Thomson, W., 1997. The replacement principle in economies with single-peaked preferences. J. Econ. Theory 76, 145–168. Thomson, W., 1998. The replacement principle in economies with indivisible goods. Soc. Choice Welfare 15, 57–66. Thomson, W., 1999. Welfare dominance under preference replacement: a survey and open questions. Soc. Choice Welfare 16, 373–394. Umezawa, M., 2012. The replacement principle for the provision of multiple public goods on tree networks. Soc. Choice Welfare 38, 211–235. 
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