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       i Preface Welcome to the Volume 7 Number 1 of the International Journal of Design, Analysis and Tools for Integrated Circuits and Systems (IJDATICS). This volume is comprised of research papers from the International Conference on Recent Advancements in Computing, Internet of Things (IoT) and Computer Engineering Technology (CICET), October 29-31, 2018, Taipei, Taiwan. CICET 2018 is hosted and organized by The Tamkang University amid pleasant surroundings in Taipei, which is a delightful city for the conference and traveling around. CICET 2018 serves a communication platform for researchers and practitioners both from academia and industry in the areas of Computing, IoT, Integrated Circuits and Systems and Computer Engineering Technology. The main target of CICET 2018 is to bring together software/hardware engineering researchers, computer scientists, practitioners and people from industry and business to exchange theories, ideas, techniques and experiences related to all aspects of CICET. Recent progress in Deep Learning has unleashed some of the promises of Artificial Intelligence (AI), moving it from the realm of toy applications to a powerful tool that can be leveraged across a wide number of industries. In recognition of this, CICET’18 has selected Artificial Intelligence and Machine Learning as this year’s central theme. The Program Committee of CICET 2018 consists of more than 150 experts in the related fields of CICET both from academia and industry. CICET 2018 is hosted and organized by The Tamkang University, Taipei, Taiwan and supported by:  Research Institute of Big Data Analytics, Xi’an Jiaotong-Liverpool University, China  IoT Research Centre, Xi’an Jiaotong-Liverpool University, China  Swinburne University of Technology Sarawak Campus, Malaysia  Baltic Institute of Advanced Technology, Lithuania  Taiwanese Association for Artificial Intelligence, Taiwan  VersaSense, Belgium  International Journal of Design, Analysis and Tools for Integrated Circuits and Systems  International DATICS Research Group ii The CICET 2018 Technical Program includes 2 keynotes and 24 oral presentations. We are beholden to all of the authors and speakers for their contributions to CICET 2018. On behalf of the program committee, we would like to welcome the delegates and their guests to CICET 2018. We hope that the delegates and guests will enjoy the conference. Professor Ka Lok Man, Xi’an Jiaotong-Liverpool University, China and Swinburne University of Technology Sarawak, Malaysia Dr. Woonkian Chong and Dr. Owen Liu, Xi’an Jiaotong-Liverpool University, China Chairs of CICET’18 CICET 2018 Organization Honorary Chairs  Jian-Nong Cao, Hong Kong Polytechnic University, Hong Kong  Han-Chieh Chao, National Dong Hwa University, Taiwan Keynote Speakers  Steven Guan, Research Institute of Big Data Analytics and Xi’an Jiaotong-Liverpool University, China  Hui-Huang Hsu, Tamkang University, Taiwan Advisory Board  Hui-Huang Hsu, Tamkang University, Taiwan  Paolo Prinetto, Politecnico di Torino, Italy  Massimo Poncino, Politecnico di Torino, Italy  Joongho Choi, University of Seoul, South Korea  Michel Schellekens, University College Cork, Ireland  M L Dennis Wong, Heriot-Watt University, Scotland  Vladimir Hahanov, Kharkov National University of Radio Electronics, Ukraine  Chun-Cheng Lin, National Chiao Tung University, Taiwan iii General Chairs  Ka Lok Man, Xi’an Jiaotong-Liverpool University, China and Swinburne University of Technology Sarawak, Malaysia  Woonkian Chong, Xi’an Jiaotong-Liverpool University, China  Owen Liu, Xi’an Jiaotong-Liverpool University, China Local Chair  Chien-Chang Chen, Tamkang University, Taiwan Industrial Liaison Chair  Gangming Li, Xi’an Jiaotong-Liverpool University, China Publicity Chairs  Vincent Ng, The Hong Kong Polytechnic University, Hong Kong  Neil Y.(Yuwen) Yen, The University of AIZU, Japan  Patrick HangHui Then, Swinburne University of Technology Sarawak, Malaysia Program/Workshop Chairs  Tomas Krilavičius, Baltic Institute of Advanced Technologies and Vytautas Magnus University, Lithuania  Seungmin Rho, Sungkyul University, South Korea  Sheung-Hung Poon, University of Technology Brunei, Brunei Darussalam  Chuck Fleming, Xi’an Jiaotong-Liverpool University, China  Yujia Zhai, Xi’an Jiaotong-Liverpool University, China Program Committee  Alberto Macii, Politecnico di Torino, Italy  Wei Li, Fudan University, China  Emanuel Popovici, University College Cork, Ireland  Jong-Kug Seon, System LSI Lab., LS Industrial Systems R&D Center, South Korea  Umberto Rossi, STMicroelectronics, Italy  Franco Fummi, University of Verona, Italy  Graziano Pravadelli, University of Verona, Italy  Yui Fai Lam, Hong Kong University of Science and Technology, Hong Kong  Jinfeng Huang, Philips &LiteOn Digital Solutions Netherlands, The Netherlands  Jun-Dong Cho, Sung Kyun Kwan University, South Korea  Gregory Provan, University College Cork, Ireland  Miroslav N. Velev, Aries Design Automation, USA  M. Nasir Uddin, Lakehead University, Canada  Dragan Bosnacki, Eindhoven University of Technology, The Netherlands  Milan Pastrnak, Siemens IT Solutions and Services, Slovakia iv  John Herbert, University College Cork, Ireland  Zhe-Ming Lu, Sun Yat-Sen University, China  Jeng-Shyang Pan, National Kaohsiung University of Applied Sciences, Taiwan  Chin-Chen Chang, Feng Chia University, Taiwan  Mong-Fong Horng, Shu-Te University, Taiwan  Liang Chen, University of Northern British Columbia, Canada  Chee-Peng Lim, University of Science Malaysia, Malaysia  Salah Merniz, Mentouri University, Constantine, Algeria  Oscar Valero, University of Balearic Islands, Spain  Yang Yi, Sun Yat-Sen University, China  Damien Woods, University of Seville, Spain  Franck Vedrine, CEA LIST, France  Bruno Monsuez, ENSTA, France  Kang Yen, Florida International University, USA  Takenobu Matsuura, Tokai University, Japan  R. Timothy Edwards, MultiGiG, Inc., USA  Olga Tveretina, Karlsruhe University, Germany  Maria Helena Fino, Universidade Nova De Lisboa, Portugal  Adrian Patrick ORiordan, University College Cork, Ireland  Grzegorz Labiak, University of Zielona Gora, Poland  Jian Chang, Texas Instruments, Inc, USA  Yeh-Ching Chung, National Tsing-Hua University, Taiwan  Anna Derezinska, Warsaw University of Technology, Poland  Kyoung-Rok Cho, Chungbuk National University, South Korea  Yuanyuan Zeng, Wuhan university, China  D.P. Vasudevan, University College Cork, Ireland  Arkadiusz Bukowiec, University of Zielona Gora, Poland  Maziar Goudarzi, Sharif University of Technology, Iran  Jin Song Dong, National University of Singapore, Singapore  Dhamin Al-Khalili, Royal Military College of Canada, Canada  Zainalabedin Navabi, University of Tehran, Iran  Lyudmila Zinchenko, Bauman Moscow State Technical University, Russia  Muhammad Almas Anjum, National University of Sciences and Technology (NUST), Pakistan  Deepak Laxmi Narasimha, University of Malaya, Malaysia  Danny Hughes, Katholieke Universiteit Leuven, Belgium  Jun Wang, Fujitsu Laboratories of America, Inc., USA  A.P. Sathish Kumar, PSG Institute of Advanced Studies, India  N. Jaisankar, VIT University. India  Atif Mansoor, National University of Sciences and Technology (NUST), Pakistan  Steven Hollands, Synopsys, Ireland  Siamak Mohammadi, University of Tehran, Iran  Felipe Klein, State University of Campinas (UNICAMP), Brazil  Eng Gee Lim, Xi’an Jiaotong-Liverpool University, China  Kevin Lee, Murdoch University, Australia  Prabhat Mahanti, University of New Brunswick, Saint John, Canada  Kaiyu Wan, Xi’an Jiaotong-Liverpool University, China  Tammam Tillo, Xi’an Jiaotong-Liverpool University, China  Yanyan Wu, Xi’an Jiaotong-Liverpool University, China v  Wen Chang Huang, Kun Shan University, Taiwan  Masahiro Sasaki, The University of Tokyo, Japan  Shishir K. Shandilya, NRI Institute of Information Science & Technology, India  J.P.M. Voeten, Eindhoven University of Technology, The Netherlands  Wichian Sittiprapaporn, Mahasarakham University, Thailand  Aseem Gupta, Freescale Semiconductor Inc., Austin, TX, USA  Kevin Marquet, Verimag Laboratory, France  Matthieu Moy, Verimag Laboratory, France  RamyIskander, LIP6 Laboratory, France  Chung-Ho Chen, National Cheng-Kung University, Taiwan  Kyung Ki Kim, Daegu University, Korea  Shiho Kim, Chungbuk National University, Korea  Hi Seok Kim, Cheongju University, Korea  Brian Logan, University of Nottingham, UK  AsokeNath, St. Xavier’s College (Autonomous), India  Tharwon Arunuphaptrairong, Chulalongkorn University, Thailand  Shin-Ya Takahasi, Fukuoka University, Japan  Cheng C. Liu, University of Wisconsin at Stout, USA  Farhan Siddiqui, Walden University, Minneapolis, USA  Katsumi Wasaki, Shinshu University, Japan  Pankaj Gupta, Microsoft Corporation, USA  Masoud Daneshtalab, University of Turku, Finland  Boguslaw Cyganek, AGH University of Science and Technology, Poland  Yeo Kiat Seng, Nanyang Technological University, Singapore  Tom English, Xlinx, Ireland  Nicolas Vallee, RATP, France  Rajeev Narayanan, Cadence Design Systems, Austin, TX, USA  Xuan Guan, Freescale Semiconductor, Austin, TX, USA  Pradip Kumar Sadhu, Indian School of Mines, India  Fei Qiao, Tsinghua University, China  Chao Lu, Purdue University, USA  Ding-Yuan Cheng, National Chiao Tung University, Taiwan  Pradeep Sharma, IEC College of Engineering & Technology, Greater Noida, GB Nagar UP, India  Ausra Vidugiriene, Vytautas Magnus University, Lithuania  Lixin Cheng, Suzhou Institute of Nano-Tech and Nano-Bionics (SINANO), Chinese Academy of Sciences, China  Yue Yang, Suzhou Institute of Nano-Tech and Nano-Bionics (SINANO), Chinese Academy of Sciences, China  Yo-Sub Han, Yonsei University, South Korea  Hwann-Tzong Chen, National Tsing Hua University, Taiwan  Michele Mercaldi, EnvEve, Switzerland vi Table of Contents Vol. 7, No. 1, October 2018 Preface ………………………………………………………………………………....... i Table of Contents ……………………………………………………………………….. vi 1. Rico Thomanek, Christian Roschke, Benny Platte, Robert Manthey, Maik 1 Benndorf and Marc Ritter, Audio- and Location-Based Interface Generator Using Laravel and iBeacon (ALBIGen) 2. Takeshi Nagata, A Multi-agent System for Voltage Control of Power Distribution 7 System Corresponding to Large-scale Renewable Energy Sources 3. Difeng Yu, Juntao Zhu, Wenge Xu, Hai-Ning Liang, Charles Fleming and Yong 11 Yue, An Investigation of Micro- and Macro-Interaction for 3D Manipulation using Dual-Hand Controller in Virtual Reality Environments 4. Lim Kuoy Suong, Yun Borin, Lee Sunwoo and Kwon Jangwoo, Abnormal 14 Pedestrian Behavior Detection System Using Multiple Deep Convolutional Neural Networks 5. Benny Platte, Rico Thomanek, Tony Rolletschke, Christian Roschke and Marc 20 Ritter, Person Tracking and Statistical Representation of Person Movements in Surveillance Areas 6. Weihao Liu, Haoyang Wang, Limin Yu, Mark Leach and Fei Ma, Wireless 26 Sensor Network Traffic Modeling and Anomaly Simulation based on OPNET 7. M L Dennis Wong and Jia Jun Tay, A Low Multiplicative S-Box for a Stochastic 30 Random Number Generator 8. P. Chomtip, V. Adhisaya, L. Kanhokthorn and L. Phoptorn, Banana (Musa 34 acuminata Triploid AAA, Cavendish) Sweetness Measurement by Digital Image Processing Technique 9. Dingkun Li, Keun Ho Ryu, Erdenebileg Batbaatar, Hyun Woo Park, Seon Phil 38 Jeone and Zhou Ye, An Effective Feature Selection and Classification Model for High Dimensional Big Data Sets 10. I. Bumbuliene, J. Mandravickaite, A. Bielinskiene, L Boizou, J. Kovalevskaite, 44 E. Rimkute, L. Vilkaite-Lozdiene and T. Krilavicius, RNNs for Lithuanian Multiword Expressions Identification 11. Qi Chen, Wei Wang and Xin Huang, Long Short-Term Memory Encoder- 48 Decoder for Traffic Flow Prediction 12. Yujia Zhai, Yuanye Fang, Zhejian Zhang, Sanghyuk Lee and Kejun Qian, Design 52 of an Intelligent Temperature Control for the MIMO Thermal System 13. Chengkai Yu, Charles Fleming and Hai-Ning Liang, Scale Invariant Privacy 56 Preserving Video via Wavelet Decomposition 14. Yanda Zhu and Yuxuan Zhao, Comparative Studies of Segmentation Algorithms 59 15. Gangmin Li and Bei Yao, Classification of Genetic Mutations for Cancer 63 Treatment with Machine Learning Approaches vii 16. Gangmin Li, Shiyang Zhang and Xuming Bai, Evaluate Cancer Patients Quality 68 of Life after Receiving TIVAPDS Treatment through Big Data Analytics 17. Yi-Jen Su, Chao-Ho Chen, Tsong-Yi Chen and Cheng-Chan Cheng, Chinese 71 Microblog Sentiment Analysis by Adding Emoticons to Attention-Based CNN 18. Shih-Hao Chang, Chih-Chieh Hung and Mao-Sheng Hung, Visible Light Optical 76 for Indoors Toxic Gas Detection and Positioning System 19. Tengfei Qian and Ou Liu, Detection of Intentional and Unintentional Financial 81 Restatements using Data Mining Techniques 20. S. -I. Kang, S. B. Kim and S. M. Lee, Improved GMDA based DOA Technique 85 using Pre-training Phase Unwrapping for Source Localization 21. Jongmin Lee, Kwangho Lee, Kidong Yun, Mucheol Kim, Geuchul Park and 88 Chanyeol Park, HyDM: Data Migration Methodology for Hybrid Memories targeting Intel Knights Landing Processor 22. C. C. Chen, J. M. Yang and H. Q. Liu, An Index Table Based Optimally Matched 94 Reversible Image Watermarking Scheme 23. Mucheol Kim, Junho Kim, Jongmin Lee, Geunchul Park and Chanyeol Park, 98 PCA based Performance Analysis with System Profiling Data in Many-core system 24. Jieming Ma, Blended Learning Design for Computer Programming Courses 103 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 7, NO. 1, OCTOBER 2018 1 Audio- and Location-Based Interface Generator Using Laravel and iBeacon (ALBIGen) Rico Thomanek, Christian Roschke, Benny Platte, Robert Manthey, Maik Benndorf and Marc Ritter  interfaces, extensions and user-specific adaptations are only Abstract—Digital signage systems are an important human inadequately realizable. The development of web-based machine interface in public institutions. By distributing services in systems for displaying specific information based on an MVC IoT environments, dynamically generated and personalized framework has already been discussed in several papers. Recent content can be displayed. Currently existing digital signage work in [1], [3], [5], [9] describes such architectures for systems are mostly proprietary and difficult to maintain and administer. In addition, such systems require the installation and displaying information using distributed systems. None of these configuration of an application on the client side, which can lead developments focuses on linking such systems with voice to high deployment and management costs. This paper describes a control and location-based services using iBeacons to display framework architecture for creating such systems, based on free personalized content. Furthermore, neither the administration and standardized technologies. The focus of the framework is on nor the development effort was considered in the context of distributed and web-based communication of all components. The minimization. The architecture of the framework described in use of the MVC-Framework Laravel to create a basic system and its extension by plugin functionalities allows a platform this paper allows a platform-independent development and easy independence, maintainability and extensibility. In the proposed maintenance of a digital signage system. By using standardized architecture, external interaction mechanisms such as voice technologies, dynamic content can be automatically generated control, location-based services via iBeacons and bidirectional and displayed in a user-oriented manner. In addition, content server-client connections are added to the basic system. The can be imported from the system via standardized interfaces framework enables the development of personalized digital (XML, JSON). Moreover, iBeacons enable the framework to signage systems and connects them with Internet of Things components, such as sensors and actuators. The implementation of visualize personalized information. In order to guarantee the a prototype based on the framework and the results show the platform independence of the management and playout devices, advantages of the proposed architecture. a web-based architecture concept was implemented. The purpose of this architectural concept is to minimize the Index Terms—Digital Signage System, Internet of Things, administrative effort when adding new interfaces. This is location-based services, iBeacon, Laravel realized by a dynamic RESTful web service. As a result of permanent web socket connections between interface and web I. INTRODUCTION server, each interface can display individual content via HTTP HIS paper describes the framework “audio- and location- T based interface generator” (ALBIGen) for creating and managing digital information and guidance systems. The requests. These requests can be made manually or automatically by IoT components. framework is based on Laravel and current web technologies II. SYSTEM ARCHITECTURE and enables the visualization of personalized information via a We selected a web-based architecture as the basic system smart user interface using iBeacon technology in combination because it offers several advantages over native applications. with a smartphone. In addition, it is possible to connect Internet On the client side, a browser installed on most operating of Things technologies, especially in the smart home sector. systems can be used and there is no need to install additional This allows information to be created and displayed tools. Another advantage is the automatic and persistent backup dynamically as soon as an event is triggered by a sensor or an of data in a central database. Each transaction of a user is time- actuator. Newer architectures for information and control exactly related to the current data and is stored time exactly to systems often exist as proprietary solutions based on predefined these. In the domain of web development there are various hardware and software. Due to missing and non-standardized frameworks to support the development process. As a basis we R. Thomanek is with the Hochschule Mittweida, Mittweida, Germany, chose the MVC Framework Laravel for ALBIGen, because it phone: +49 3491 58 1407; e-mail: rthomane@hs-mittweida.de. C. Roschke is with the Hochschule Mittweida, Mittweida, Germany, offers the following advantages: [4] phone: +49 3491 58 1146; e-mail: roschke@hs-mittweida.de). 1. Logic can be distributed as required so that B. Platte is with the Hochschule Mittweida, Mittweida, Germany. calculations can be performed on the server, client R. Manthey is with the TU Chemnitz, Chemnitz, Germany. M. Benndorf is with the Hochschule Mittweida, Mittweida, Germany. and database side and a simple load distribution is M. Ritter is with the Hochschule Mittweida, Mittweida, Germany. possible. INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 7, NO. 1, OCTOBER 2018 2 2. All developed systems can easily expand and loaded, and files uploaded into the system. Laravel View maintain due to the clear separation of logics. In component uses the blade template engine to create views. addition, changes can be made and displayed Developers can write blade templates and integrate PHP output directly at runtime. into HTML code. The Laravel Model allows you to represent a 3. Created modules can be easily reused, database connection as a PHP object. [11] parameterized and updated. As shown in figure 1, when interacting with a Laravel-based 4. Many required functions are already integrated and application, an HTTP client transmits a request that is received simplify the development process. by an HTTP server and forwarded to the Laravel routing engine. In order to display personalized content on a display, we use The router sends this request to a controller. The route used iBeacons to identify people. The user’s smartphone detects the must be defined beforehand. The controller interacts with presence of an iBeacon and sends control commands to the models and prepares data for the view. The view delivers the associated display. This device is connected to the server via a formatted data to the HTTP client using any markup language. unidirectional connection and can receive and evaluate events and display personalized content. In addition to this approach, we use speech recognition to customize the content. Voice commands can be used to trigger actions such as highlighting a defined element. The Framework is also coupled with sensors and actuators from the smart home domain by a management system. This allows commands to be sent to a defined client Fig. 1. Program flow within a Laravel application. after an actuator has been triggered or a value read from a sensor exceeds or falls below a predefined threshold value. 2) Route Parameters We added route parameters to the system and linked them to the A. Laravel as a basic framework creation of an interface instance. Each time an interface view is The opensource framework Laravel follows the development called, a persistent entry is created in the database and a fixed pattern Model View Controller (MVC) and is licensed under ID is assigned to the requesting device. This allows any number MIT. Laravel offers multiple components in the standard of devices to start an individual view. After the view has been installation, which can be used by developers for larger and successfully created, the corresponding route is blocked for the more complex developments. In addition to the integration of requesting system on the basis of the IP. Due to the fixed IP, Laravel modules, Symfony components can also be integrated. specific control commands can be sent to individual devices [1] Laravel supports true code modularization through a later on. The advantage of this method is the minimization of combination of drivers and bundles. Drivers are interfaces to the administration effort, since not every device has to be functional components such as cache, session, database and explicitly entered in a configuration file and a direct assignment authentication. Bundles allow code sections to be packed and is made after a successful request. reused. In addition, Laravel offers possibilities to design, extend and modify databases. Queries can be described in general using the Fluent Query Builder. The system then translates the data and forwards it to the linked database. MySQL, PostgreSQL, MSSQL and SQLite are supported. Communication with the database is made possible by the Eloquent module, which is an implementation of the Active Record Pattern. Eloquent allows database entries to be created, Fig 2. Example of a request route queried, updated and deleted without creating SQL queries. To simplify the creation of required components, the framework Figure 2 illustrates the sample route structure that the client has the command line tool Artisan. This allows developers to calls to display a view. The client sends any ID to the server initialize database migrations, run unit tests and create new using a given GET parameter. The server reads this parameter components. Artisan can be extended with own functions. [4] and generates an individual interface and transmits it to the 1) The architecture of a Laravel application client. This can lead to several devices requesting the same ID and therefore no unambiguous assignment can be carried out. Laravel has a routing module that allows to forward HTTP Therefore, after a successful request, the system blocks the ID requests to a controller. It can be differentiated which request and additionally secures the routes with a user authentication method will be used and which functions are to be called. This provided by Laravel. Only requests for which the correct allows different views to be delivered on the base of the URL authentication key is transmitted in the POST body are accepted and to transmit parameters for requests. The controller and forwarded. processes the transferred parameters and initiates the use of a model to perform operations on the database. The controller is 3) Events used to pass content from the database to a view. Data entered For the communication between client and server after the view in a form can be checked, database entries queried, views was transmitted, we decided to use Server-sent events. With this INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 7, NO. 1, OCTOBER 2018 3 technology it is possible to establish and maintain a persistent principle. On the client side, a human user can interact with the unidirectional connection between the client and the server. The client controller via UI and a machine via API. The client EventSource API used is a standardized part of HTML5, so to controller forwards requests to the interface to the server open a connection to the server to receive events from it, an application, the communication handler. The handler handles EventSource object with the reference to a server script must be sending and receiving messages via AJAX, direct connections, created. When the connection is established, the client starts server-sent events and web sockets. The server consists of a listening to message events. As soon as a message has been main system and several plugins that can be added as required. received, it can be integrated into the current view. The server- The main system includes the complete management logic, side script sending events must respond with the MIME type including methods to manage users, protect application areas, text/event-stream. Each notification is sent as a text block and generate views and integrate plug-ins. The use of plugins makes closed with line breaks. The event stream is a simple stream of it easy to extend the functional core and avoids the risk of UTF-8 encoded text data. Messages are separated by line negatively affecting the core logic. The system router of the breaks. Each message is a combination of the fields listed in main system receives all requests sent by the client and passes Table I. [7] For our own events we use the event field to them either to the system controller or to plug-in router categorize the events and to execute specific functions. We instances. The system controller contains the application logic transmit parameters via the corresponding data field. The ID is and uses models from the system model handler to generate irrelevant in our context and as retry value we have chosen one data structures that are made available to the system view second. generator. The system model handler forms the interface between the application logic and the database. A model is TABLE I SERVER-SENT EVENTS MESSAGE FIELDS generated for each table and made available as an object for the application logic. The System View Generator uses the data FIELD NAME DESCRIPTION structures created in the controller and converts them into a EVENT Describes the type of event, in the form of standardized exchange format such as HTML, JSON or XML. a string. Specifying sends an event to the The generated formats are then transferred to the listener for the specified event name. Communication Handler of the HTTP client in response. DATA Contains the data of the message. Besides the variant to pass requests to the system controller, it ID Event ID for unique assignment. is also possible to pass them on to a plugin. Each plugin RETRY The time to use to send the event. integrated into the system consists of a router, model handler, view generator and controller like the main system. Each 4) The holistic web-based architecture request is forwarded from the plugin router to the plugin controller. The data structures created in the Plugin Controller using the Plugin Model Handler are then converted into any exchange format using the Plugin View Generator and integrated into the view of the System View Generator. B. iBeacon iBeacon is a technology introduced by Apple in 2013 that can be used for indoor navigation. The iBeacon devices emit a low energy Bluetooth network for this purpose. Using the Proximity Beacon Advertising Package (PBA package) sent as a broadcast, mobile applications are able to detect their position on a microlocal level and provide the user with contextual Fig 3. The holistic web-based architecture. content depending on the location. The structure of a PBA Figure 3 shows the Laravel-based architecture we developed. A package is shown in the following table. [2] According to Table plugin manager has been added to the classic Laravel II, the following three parameters of the PBA package must be components. This allows the administration and integration of adapted for location detection and contextual display of plugins and thus the expansion of the framework by additional content: Proximity UUID, Major and Minor. functionalities. This allowed us to develop components for 1) Usage in the framework: iBeacon communication and to add personalized content to the ALBIGen enables the visualization of personalized information standard views. In addition, we have integrated a system on the using iBeacon technology. For this purpose, an iBeacon is client side that simplifies communication with the server. The placed near the interface, the values for “Proximity UUID”, Communication Handler manages the transfer of information “Major” and “Minor” have to be adjusted as follows: and forwards it to the controller for processing. The controller  UUID: The 16 byte flag is used as a service-specific generates a generic exchange format and makes it available to identifier. With this ID a mobile application is able the UI or an API instance. This makes it easy to adequately to detect the iBeacon. display any information sent by the server, or to manipulate it  Major, Minor: Major and Minor are unsigned on the client side. The architecture is based on the client-server INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 7, NO. 1, OCTOBER 2018 4 integers between 0 and 65535 used to identify or active. When using Ranging, the PBA packet byte iBeacons with greater accuracy than UUID alone. “Measured Power” is also used to determine the distance to the ALBIGen uses the major value to identify the interface. This enables us to only display personalized location (e.g. building number). The minor value is information if the user is not more than 3m away from the still used to distinguish the interface. interface, for example. TABLE II PROXIMITY BEACON ADVERTISING PACKET BYTES NAME VALUE NOTES 0 Flags[0] 0x02 Data length in first AD structure 2 bytes 1 Flags[1] 0x01 AD type 2 Flags[2] 0x06 Bit 0 (ON): LE Limited Discoverable Mode Bit 2 (ON): BR/EDR Not Supported 3 Length 0x1A Data length 26 bytes 4 Type 0xFF Data type manufacturer specific data 5-6 Company ID 0x004C Manufacturer data 0x004C == Apple 7-8 Beacon Type 0x0215 iBeacon advertisement indicator 9-24 Proximity 0xnn..nn Set user UUID Fig. 5 The extended finite state machine for iBeacon detection. UUID The programming for handling the iBeacon detection 25-26 Major 0xnnnn Set major value (entering, leaving) and the resulting actions was implemented 27-28 Minor 0xnnnn Set minor value in the iOS app as an extended finite state machine (EFSM). This 29 Measured 0xnn Signal power value means that the detection of multiple iBeacons does not lead to Power multiple HTTP requests, because each state can only be exited Figure 4 visualize this example with use of Major and Minor after defined input signals. Figure 5 shows the actions for values. displaying personal information based on the enter and exit events of iBeacon tracking. The URL is generated in the same way as in figure 4. To create the session token, the mobile device automatically performs authentication and then adds the session token received as a POST parameter to the URL request. Therefore, the choice of the authentication method is independent of ALBIGen. Fig. 4. URL composition for displaying personal data. C. Speech control 2) Extended final state machine In addition to control using iBeacon technology, we also We have prototypically developed an iOS app to detect the implement voice control. The used Web Speech API is a iBeacon on a smartphone. The iOS enables the detection of specification of the Speech API Community Group and enables iBeacons using two mechanisms, monitoring and ranging. the use of functions for speech recognition by JavaScript at the Monitoring enables the detection of iBeacons even if the client. The procedure is specified. The speech recognition application is closed. However, only the detection of entering and leaving the iBeacon area is supported. If the application is functions are available via the Speech Recognition class. not active in the foreground during a detection, iOS starts the Speech Recognition can be initiated by creating and app in the background for a few seconds to handle the event. configuring a Speech Recognition object using the start method. Time consuming actions can therefore not be carried out. During configuration you can specify the language or a Ranging, on the other hand, can only be used if the application grammar. Whenever a result is generated, an event is triggered is active or has only recently been in the background. Ranging to provide the recognized text, alternatives and data on their also make it possible to carry out time-consuming actions. The confidence. It is not defined how the functions of the API are ranging mechanism can also be used to determine the distance made available. We use Google Chrome and the Google Speech between the smartphone and iBeacon. [8] We use both API. Spoken words are sent to external servers, analyzed by mechanisms to display personalized information, monitoring neural network models and the results are returned as text. The when the app is closed and ranging when it is in the background API recognizes over 110 languages and provides their INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 7, NO. 1, OCTOBER 2018 5 transcription. In the framework we have currently integrated III. RESULT AND DISCUSSIONS voice commands to highlight certain elements, reorganize the Based on the developed framework we were able to develop view and display specific content, such as video streams, room a prototype and integrate it on four clients. Two clients in the plans and more. main building and two in the library of the University of D. Remote Control Applied Sciences Mittweida. The main building displays the The ability to send control commands to ALBIGen via HTTP campus plan, a video stream, the restaurant plan, the news and the current room occupancy. Furthermore, current Livestreams makes it possible to use any REST client or systems with HTTP can also be displayed. The library also displays information on client support for remote control. The remote-control systems book locations. The elements of all clients can be addressed and can therefore be used completely autonomously by ALBIGen. changed by voice commands. By using iBeacon technology, The only requirement in our configuration is the support of HTTP-POST-Request. Based on this architectural concept, any users can also view their own lesson plan as they are located within three meters of a client. Furthermore, it is possible to IoT management system can also perform automated control display any messages on the entire display, which allows alarm processes. notices and evacuation plans to be displayed. The system has been running stable for 2520 hours without interruption. As shown in figure 7, 5187 dynamically personalized content was generated and displayed over 15 weeks. On average there were 346 requests to all clients generated by one of the integrated interaction options. Fig. 6. Example of HTTP requests for start, stop actions and get state. Fig. 7. # personalized contents of displays over 15 weeks For remote control of ALBIGen we have used for example the Smart Home System “ZWay”. ZWay is a software solution By using a ticket system set up for the system, we enable available for various operating systems and can be used as a every user to report any bugs that may occur and to provide ZWave controller. Z-Wave is an international ITU-T standard feedback. At present, we have not found any serious errors for home automation. [6], [10] ZWay also offers user using this system. management and a convenient user interface that can be used to A. Advantages of the framework create rules for automation and virtual devices (e.g. switch) for The developed prototype showed that the developed sending HTTP requests. Especially the connection of sensors architecture of the framework offers several advantages over and actuators is an interesting application. For example, a conventional proprietary solutions. The system is modular, smoke detector can automatically transmit an HTTP request to expandable and allows control by other software using a ALBIGen when it detects smoke, in order to display standardized REST API. Furthermore, the development is open information in case of an emergency (e.g. escape plan). Two source and can therefore be integrated into heterogeneous URLs are available for displaying or hiding information on the infrastructures without further costs. The modular structure and interfaces using HTTP requests. (see figure 6) For visual abstraction of the logic by means of plugins also enables simple representation of the current setting of an action, its status can extensibility and platform independence. This is also supported be checked via an additional URL. As a prototype we used a by the MVC framework used, as this enables the logic to be ZWay plugin “HTTP Device” for remote control of the divided into model, view and controller. Furthermore, Laravel interfaces. This plugin creates a switch in the user interface that offers a stable and well documented basis. By distributing the allows different HTTP requests to be sent when switching on or logic, it is possible to regenerate content dynamically and make off. In our configuration, this enables or disables the display of adjustments at runtime. We were able to minimize the a video stream at the defined interface. administration and maintenance effort by using generic routes and the instantiated, controllable interface instances and by a central and automated control. Bidirectional communication INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 7, NO. 1, OCTOBER 2018 6 between mobile devices and the individual clients also enables IV. CONCLUSIONS the display of personalized, target group-oriented content. In The developed framework enabled us to develop a digital this way, the development of an inexpensive system and a high signage system at Mittweida University. The system has target group accuracy can be realized in the context of the already been stable in use for several months and was able to displayed information. display specific information on several clients. The developed B. Deficits and room for improvement architecture proved to be extremely stable, low-maintenance and easily expandable. Currently, the system has displayed Currently, we see deficits and potential for improvement in the specific information for about 5200 users for 16 weeks as detection time for detecting the iBeacon area and in the use of expected and we could not detect any interruptions. From this voice control in public areas. it can be concluded that the framework can be used to develop 1) iBeacon Discovery Time and individually adapt reliable digital signage systems for To avoid unnecessarily reducing the battery life of the public institutions. The identified disadvantages are currently smartphone, the operating system automatically selects how being processed successively in further iteration processes and short the polling times for finding iBeacons should be. This the framework is being continuously improved. In the future, time depends on several factors, as for example the number of the framework could be extended with additional functionalities active apps, the number of apps running in the background or such as a manageable warning system, employee information when the iBeacon app was last opened. Therefore, it cannot be systems and indoor navigation by using iBeacon location guaranteed that the personalized information will be displayed determination. immediately when entering the iBeacon area. So, the waiting time can last up to 10-15s. Fast detection of an iBeacon can only REFERENCES be guaranteed if the app has activated the ranging mechanism. [1] Anif, M., Dentha, A. & Sindung, H. (2017) Designing internship However, the ranging mechanism is only activated after monitoring system web based with Laravel framework. IEEE International Conference on Communication, Networks and Satellite entering an iBeacon area. This means only after an iBeacon has (Comnetsat). been detected by monitoring. The placement of several [2] Apple (2015) Proximity Beacon Specification Release R1. additional iBeacons in the environment of the interface with a https://developer.apple.com/ibeacon. (6th April 2018) [3] Ardiyani, R., Arham, Z. & Rustamaji, E. (2016) The Development of a different UUID may therefore enable the app to be set in the Web-based Spatial Information System Utilization of Forest Area (Case ranging mechanism before entering the interface area. This Study : Sulawesi Island). International Conference on Cyber and IT would also allow the app to quickly find the iBeacon used to Service Management. [4] Chen, X., Ji, Z., Fan, Y. & Zhan, Y. (2017) Restful API Architecture display the personalized information. However, this procedure Based on Laravel Framework. Journal of Physics: Conference Series, only works if the app is active or running in the background. Volume 910, conference 1. Currently, only one personalized information can be displayed [5] Chin, T., Chuang, Y, Fan, Y, Jiang, Y, Kang, Y, Kuo, W, To, T & Nishino, per interface and time slot. If there are several people in front H. (2017) Prototyping digital signage systems with high-low tech interfaces. In SIGGRAPH Asia 2017 Posters (SA ’17), ACM, New York, of an interface, there is competition between these people. To NY, USA, Article 18. present personalized information, the principle “first come, first [6] G.9959 (2015) Short range narrow-band digital radiocommunication served” applies. This means that an interface is blocked for the transceivers PHY, MAC, SAR and LLC layer specifications. ITU-T. [7] Hickson, I. (2015) Server-Sent Events W3C Recommandation. duration of the display of personalized information, for further https://www.w3.org/TR/eventsource. (06.04.2018) requests. In this case, the app receives a time range from when [8] Koehne, M. & Sieck, J. (2014). Location-based Services with iBeacon the interface is available again (see figure 4). If the person is Technology. Second International Conference on Artificial Intelligence, Modelling and Simulation, S. 315-321 still in front of the display within this time range, a further [9] Park, Y., Yang, H., Dinh, T. & Kim, Y. (2017) Design and attempt is made to display the personalized information. This implementation of a container-based virtual client architecture for procedure continues until the server sends a confirmation interactive digital signage systems. International Journal of Distributed Sensor Networks, Volume 13 message to the smartphone or the person has left the iBeacon [10] SDS11847 (2017) Z-Wave Plus Device Type Specification. Sigma area. If a person does not leave the iBeacon area after displaying Designs. the information, the request is resent after a definable interval, [11] Yu, H. R. (2014) Designing internship monitoring system web based with Laravel framework. International Conference on Computer Science and which we have currently set to 3 minutes. Electronic Technology (ICCSET 2014). 2) Speech control The control of the interface by voice commands is strongly dependent on the application environment. The microphones built into standard computers only allow voice operation in quiet environments. For use in public areas and the associated ambient noise, special microphone arrays are required to reduce the effects of reverberation and noise and to identify the source of the voice using beamforming. INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 7, NO. 1, OCTOBER 2018 7 A Multi-agent System for Voltage Control of Power Distribution System Corresponding to Large-scale Renewable Energy Sources Takeshi Nagata, Member, IEEE  far [2-11]. When these methods are classified by paying Abstract—In this paper, we propose a multi-agent based attention to control equipment, they can be roughly divided into distribution feeder voltage control method by combination of three types. The first method is based on advanced use of LRT power factor controls and switching between feeders. The and SVR [2-7]. In the second method, equipment such as SVC proposed system is composed of two-layer multi-agent and consists of three types of agent: feeder agent (FA), feeder-group agents (static reactive power compensator) is used directly to inject (FGAs), and bus agents (BAs). At first, FA carries out a reactive power into the distribution system [8, 9]. The third self-contained voltage control in the feeder, and then FGA tries to method uses the PSC (power conditioner system) attached to interconnect between the feeders. The voltage control strategies photovoltaic power generation apparatus to control its power are implemented as the class definition of Java into the system. In factor [10, 11]. Among these methods, the first method uses order to verify the performance of the proposed method, it has equipment developed in the past era without reverse power been applied to a model of power distribution system. The simulation results show that the system is able to control the flow, so it is impossible to respond to the new environment of voltage to make effective use of the distributed generations. In the power system. In the second method, there is a problem in addition, by changing the system configuration, it shows a the selection of installation position of the apparatus and possibility of reducing the amount of the power factor control. installation cost. Especially, in the reference [10], it was demonstrated on a practical level that prototype PCS with Index Terms— Voltage control, distribution system, renewable reactive power generation function added could suppress the energy source, multi-agent voltage fluctuation without increasing PCS capacity by demonstration test. However, there is still a study of I. INTRODUCTION cooperation scheme for PCS installed in multiple places in the T oday, the introduction of renewable energy source (RES) is advanced worldwide to realize a low-carbon society. According to the International Energy Agency (IEA), the distribution line feeder. Therefore, in this paper, focusing on the third method, we propose a multi-agent based distribution feeder voltage control introduction volume of PV in Japan is 7.80 million kW in 2016 method by combination of power factor controls and switching and the total generation capacity is 42.40 million kW [1]. between feeders. In constructing the system, we adopt the Considering the situation where PV is introduced in large multi-agent system (MAS) [12] which is one of the systems quantity, voltage fluctuation due to the output fluctuation of PV which can easily construct the distributed system. occurs in various places, and as a result, the influence on the The proposed system is a two-level MAS. The MAS has voltage profile of the distribution line feeder is expected to be "feeder agents (FAs)" corresponding to the distribution line extremely complicated. That is, it is also expected that feeders, "feeder group agent (FGA)" for managing a plurality of situations such as an upper limit voltage deviation occur in the FAs, and "bus agents (BAs)" corresponding to customers or PV feeder 1 and a lower limit voltage deviation occurs in the feeder power plants. This method is a voltage control method that 2. Under such circumstances, it is impossible to take keeps the voltage profile of the bus proper by cooperative countermeasures with LRT (load ratio transformer) which operation of these agents. uniformly raise and lower the sending voltage. In addition, it is expected that the tap management of the SVR (step voltage II. PROPOSED VOLTAGE CONTROL METHOD regulator) introduced in the middle of the distribution line becomes complicated and the new installation of the SVR is A. Outline of the Proposed Method also necessary. This paper deals with two distribution line feeders connected Numerous studies on voltage control have been carried out so to the distribution substation. The basic idea of the proposed method will be explained using the simple distribution line Takeshi Nagata is with the Hiroshima Institute of Technology, 2-1-1, feeder shown in Fig. 1. In this figure, SS is a distribution Miyake, Saeki-ku, Hiroshima, 731-5193, JAPAN (corresponding author to substation, Feeder #1 and #2 are distribution line feeders, B1 to provide e-mail: t,nagata.wp@ it-hiroshima.ac.jp). B14 are buses corresponding to residential areas, factories, INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 7, NO. 1, OCTOBER 2018 8 offices, etc. CS1 to CS3 are feeder interconnection switches, the B. Implementation with Multi-agent black arrow shows the load demand, and the white arrow shows Here, a method of realizing the voltage control method by the the power output of the distributed power source. MAS will be described. The proposed system consists of three In this method, by changing the power factor of the types of agent: one feeder group agent (FGA), two feeder agents distributed power source indicated by the white arrow in Fig. 1, (F0, F1), and several bus agents (B1 to B14). BA corresponds to the voltage profile of the connected feeder is appropriately large-scale solar power plants, factories, offices, and residential maintained. Fig. 2 shows the concept of voltage control by districts such as housing complexes. Also, BA can have both power factor control of a distributed power supply. In this load and distributed power supply. method, when the voltage deviates from the lower limit, the power factor of the distributed power source is controlled, and The functions and operations of each agent will be described lagged reactive power is supplied from the power supply to the below. power system side to attempt deviation elimination. On the (a) Feeder agent (FA): FA performs voltage improvement other hand, when the voltage deviates from the upper limit, the and power factor improvement of interconnected bus voltage. In power factor of the distributed power source is controlled, and this system, the lower limit of the power factor of the dispersed lead reactive power is supplied from the power source to the power source of the interconnecting BA is coordinated with power system side to attempt deviation elimination. 0.900. First, in voltage improvement, when the interconnected The features of this proposed method are as follows. bus voltage deviates from the allowable range, the voltage  This system is a two-layer voltage control MAS in which FA control strategies are applied. For the evaluation of each bus performs self-contained voltage control within the feeder voltage, the allowable voltage width (V-Limit) which and FGA manipulates CS (interconnection switch between corresponds to 101 ± 6 V, and the operational target voltage feeders) as necessary. width (V-Target) are used. If the voltage is not within the  In FA and FGA, multiple algorithms for optimizing voltage V-Target even if the power factor is controlled to 0.900, it profiles are implemented in the form of knowledge modules. means that the reactive power in the feeder is insufficient. In other words, they are "voltage improvement modules" for Next, at the stage of improving the power factor, it is voltage control of customers and PV buses, and "power examined whether or not the power factor improvement is factor improvement modules" for improving power factor of possible for the operation performed with the above voltage distributed power supply. improvement. This is because there is a possibility that the  When the reactive power in the feeder is insufficient, FGA power factor can be improved according to changing supply and receives the connection request from FA and closes the demand situation. designated CS, thereby enabling the power feed from the other feeder. (b) Feeder group agent (FGA): FGA closes one of CS 1 to CS 3 in Fig. 1 when receiving even one connection request from  Each knowledge module predicts the situation after control FA. The location of interconnection is determined by voltage execution by solving the power flow problem on "virtual estimation calculation. Specifically, paying attention to the power distribution system". The appropriate control value is voltage of BA (Target-Bus) in which the voltage violation then determined by repeating this calculation. Solving this power flow problem is hereinafter referred to as "voltage cannot be resolved within the feeder, FGA selects the CS that estimation calculation" in this paper. Since the controlled can achieve the largest voltage improvement. variable (power factor) in this method is determined by trying this voltage estimation calculation a plurality of times, Feeder #1 SS B1 B2 B3 B4 B5 B6 B7 implementation of complicated control laws and tuning of control parameters are unnecessary. CS1 CS2 CS3 Feeder #2  In the current interconnection regulation in Japan, it is an LRT B8 B9 B10 B11 B12 B13 B14 interconnection with a fixed power factor of 0.85 or more, however in the proposed method, when deviation from the Load Generation (DG) Connection swich control target voltage occurs, this power factor would be Fig. 1. A simple power distributed network. dynamically changed. As a result, this method can be advantageous to consumers as compared with the case of Voltage raising control interconnection with fixed power factor. P'+jQ Power factor Generally, the distribution system is roughly divided into a change +jQ P P' radial type and a loop type, and the radial type is widely P' -jQ adopted. Comparing the two types, the loop type configuration has less voltage drop and higher reliability; however problems P: active power (kW) Voltage down control Q: reactive power (kVar) such as complicated protection system are pointed out. In this P'-jQ method, as an initial study of the control method of multiple Fig. 2. Conceptual diagram of voltage control by power factor feeders, the loop operation is adopted for CS operation. (P/sqrt(P’2+Q2)). INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 7, NO. 1, OCTOBER 2018 9 (c) Bus agent (BA): Based on the request from FA, BA III. SIMULATION returns the bus voltage of the current time, the demand and the In order to demonstrate the validity of the proposed system, a generated power (active power and reactive power) at the next multi-agent simulation system was developed using the Java control time to FA. Here, the active power and reactive power of language, and simulations were performed. the generated power are calculated from the current power factor. Also, the output of the distributed power supply is A. Simulation Conditions changed based on the instruction value (power factor) from FA. In this simulation, the distribution system model shown in Fig. 5 was used. The voltage of this model is 6,600 V, the line (d) Agent processing: The agent is implemented as a state impedance between the buses is 0.14 + j 0.35 ohms/km, and the transition machine. Fig. 3 shows the state transition diagram of total length of the distributed line is 10.5 km. In this figure, SS is the agent. The circle in the figure represents the state. An a substation, R1 to R4 are housing developments and other important thing in constricting a multi-agent system is to residential areas, F1 to F2 are factories, O1 is an office complex, simplify the structure of the agent. By doing so, it becomes and PV1 to PV7 are large-scale PV power plants. possible to reduce the size of the object and to implement a large The following values were used for the voltage tolerance. number of agents in the system without using a high-performance computer. State 0 (S0) corresponds to - Permissible voltage range (V_Limit): 0.941-1.059 p.u. initialization at startup, state 1 (S1) corresponds to - Operation target voltage range (V_target): 0.98-1.020 p.u. environmental perception, state 2 (S2) corresponds to decision - making, and state 3 (S3) corresponds to action on the It is assumed that the power factor of the distributed power environment. In this method, all agents are composed of four source is set to 1.0 at the start of the simulation and the power states as shown in this figure. factor can be controlled up to 0.900 per 0.001 based on the request from FA. The simulation control time interval was set to 60 seconds, and the simulation was performed for 24 hours C. Voltage Control Method (1,440 steps). Three cases will be described below. FA controls the power factor of the distributed power supply when the bus voltage of BA deviates from the allowable voltage range. Voltage control of this method is realized by using a B. Case Studies knowledge module. The knowledge module is defined in the Case-1 is the case without control; Case-2 is the case with Java class and implements six modules (S2_V1 to S2_V3, power factor control and without CS control. Case-3 is a case S2_R1 to S2_R3) as shown in Fig. 4. This figure shows that where the power factor control and the CS control are FGA and FA are realized by state transition of such a knowledge performed at the same time. module. In Fig. 4, S2_V1 to S2_V3 are voltage improvement modules, and S2_R1 to S2_R3 are power factor improving (a) Case-1 (without control) modules. First, the trend of each bus voltage without control is shown in Fig. 6. In this figure, the horizontal axis represents time and S0 State 0 : Initialization at startup the vertical axis represents voltage (p. u.). As shown in the figure, Feeder # 1 connected to B1 to B7 deviates from the S1 State 1 : Perception lower limit (V-Limit) in many time zones. In addition, Feeder # 2 connected to B8 to B14 deviates from the upper limit S2 State 2 : Decision making (V-Limit) in many time zones because PV generated power is excessive. S3 State 3 : Action (b) Case-2 (with power factor control; without CS control) Fig. 3. State transition diagram of agent. In this case, only the power factor control is performed under the same condition as in Case-1. The trend in each bus voltage is S0 shown in Fig. 7. As shown in the figure, all bus voltages are within V-Limit at all times. However, in Feeder # 1, it deviates S1 from the operation target lower limit (V-Target) in some time S2_0 zones. S2_V1 S2_R1 Feeder #1 S2_V2 S2_R2 SS R1 F1 PV1 R2 O1 F2 PV2 S2_V3 S2_R3 Feeder #2 CS1 CS2 CS3 S2_1 S3 PV3 PV4 R3 PV5 PV6 PV7 R4 Fig. 4. State transition diagram of agent. : CB : Sectionalizing Switch Fig. 5. A test system. INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 7, NO. 1, OCTOBER 2018 10 (c) Case-3 (with power factor control; with CS control) CS control (on) PF control region CS control (off) In this case, both of the power factor control and the CS control are performed under the same condition as in Case-1. The trend in each bus voltage is shown in Fig. 8. As shown in the figure, all the bus voltage is within the operation target voltage (V-Target) at all times. In this case, FGA received a connection request from Feeder # 1 at 7:23 and closed CS2, the system configuration was changed. After that, we received a 7:23 18:33 disconnection request from Feeder # 1 at 18: 33 and opened CS2. Fig. 8. Simulation results (Case-3: with control (with CS)). IV. CONCLUSION In this paper, a voltage control method of the distribution feeder combining the power factor control of distributed power supply and the interconnection switch (CS) is studied. This REFERENCES system is a two-layer multi-agent system that performs [1] International Energy Agency (IEA), Available: http://www.iea-pvps.org. self-contained voltage control within the feeder and then [2] Y. Liu and X. Qui, “Optimal Reactive Power and Voltage Control for performs interconnection control between feeders. From the Radial Distribution System”, in Proc. IEEE Power Engineering Society Summer Meeting, pp 85-90, 2000. simulation results, it shows the possibility of reducing the power [3] K. Kabemura, K. Yonekura, T. Tsukamoto, K. Hashimoto and M. Hara, factor control amount by changing the system configuration in “Application of Dispersed Autonomous Voltage Control System to a Real addition to effective use of distributed power supply. High Voltage Distribution Netwaork”, IEEJ Trans. PE, Vol.122-B, Future tasks include comparative examination with radial No.12, pp. 1252-1261, 2002. system configuration, evaluation on practical scale distribution [4] J-young Park, S. Nam, and J-keun Park, “Control of a ULTC Considering the Dispatch Schedule of Capacitors in a Distribution System”, IEEE system using real data, and examination of combined system Trans. on Power Systems, Vol. 22, No. 2, pp. 755-761, 2007. with other system. [5] Y. Nakachi, A. Kato and H. Ukai, “Voltage and Reactive Power Control Taking into Account of Economy and Security by using Tabu Search”, IEEJ Trans. PE, Vol.128, No.1, pp. 305-311, 2008. [6] M. Oshiro, T. Senjyu, A. Yona, N. Urasaki and T. Funabashi, “Voltage Control in Distribution Systems Considered Reactive Power Output Sharing”, IEEJ Trans. PE, Vol.130, No.11, pp. 972-980, 2010 . [7] S. Yoshizawa, Y. Yamamoto, Y. Hayasi, S. Sasaki, T. Shigeto and H. Nomura, “Dynamic Updating Method of Optimal Control Parameters of Multiple Advanced SVRs in a Single Feeder”, IEEJ Trans. PE, Vol.135, No.9, pp. 550-558, 2015. [8] G. W. Kim and K. Y. Lee, “Coordination Control of ULTC Transformer and STATCOM Based on an Artificial Neural Network”, IEEE Trans. on Power Systems, Vol. 20, No. 2, pp. 550-558, 2015. [9] D. Iioka, K. Sakakibara, Y. Yokomizu, T. Matsumura and N. Izuhara: “Distribution Voltage Rise at Dense Photovoltaic Power Generation Area and its Suppression by SVC”, IEEJ Trans. PE, Vol.126, No.2, pp. Fig. 6. Simulation results (Case-1: without control). 153-158, 2006. [10] N. Uchiyama, H. Miyata, T. Ito and H. Konishi, “Reactive Power Control Method for Reducing Fluctuation in Large-scale Photovoltaic Systems”, IEEJ Trans. PE, Vol.130, No.3, pp. 297-303, 2010. [11] S. Kawasaki, N. Kanemoto, H. Taoka, J. Matsuki and Y. Hayashi, PF control region “Cooperative Voltage Control Method by Power Factor Control of PV Systems and LRT”, IEEJ Trans. PE, Vol.132, No.4, pp. 309-316, 2012. [12] C. Rehtanz, “Autonomous Systems and Intelligent Agents in Power System Control and Operation”, Springer-Verlag Berlin Heidelberg, 2003. PF control region Fig.7. Simulation results (Case-2: with control (without CS)). INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 7, NO. 1, OCTOBER 2018 11 An Investigation of Micro- and Macro-Interaction for 3D Manipulation using Dual-Hand Controller in Virtual Reality Environments Difeng Yu, Juntao Zhu, Wenge Xu, Hai-Ning Liang*, Charles Fleming, and Yong Yue  Abstract—In this research, we conduct a two-fold user study to investigate micro- and macro-interaction for 3D manipulation using dual-hand controllers in virtual environments. The chosen device is the HTC VIVE controller due to its richness and variety of features and similarity to other dual-hand devices for virtual reality systems. The first study evaluates whether the HTC VIVE Controller supports basic micro- and macro-interactions and the second study aims to find out whether micro- or macro-interactions are more frequently used to perform common manipulation tasks. Index Terms—Bimanual interaction, dual-hand controller, HTC VIVE, micro- and macro-interaction, user-elicitation study, Fig. 1. (a) The VR environment setup for the study; (b) HTC VIVE Headset; virtual reality, 3D manipulation. (c) HTC VIVE Controller; and (d) a user is performing the task with HTC VIVE VR System and Noitom Perception Neuron. I. INTRODUCTION In this paper, we present two users studies built on each other and provide our discussions based on the results. V irtual Reality (VR) is an emergent technology. It provides users the sense of immersion within virtual environments and enables the user to interact with the 3D objects inside them. For example, by using HTC VIVE (one of the most common VR II. USER STUDY 1 systems), participants are able to grab, throw, rotate, and Our main objective for this study is to evaluate whether users translate the objects in a predefined 3D virtual environment (see are able to perform some basic micro- and macro-interaction Fig. 1a). using HTC VIVE VR systems. This research investigates two types of interaction for A. Participants and Apparatus manipulating 3D objects using the HTC VIVE Controller in VR environments: micro- and macro-interactions. Thirty participants (11 females) between the ages of 18-22 Micro-interaction requires relatively subtle, small movements were recruited from a local university campus to take part in this such as finger and wrist movements [1, 3], while study. According to the results of a pre-experiment macro-interaction usually requires large physical movement questionnaire, 2 participants were left-handed. like full-arm movement [4]. Given the rapid introduction of The experiment was conducted on an Intel Core i7 processor commercial VR systems like the HTC VIVE and Oculus RIFT PC with an NVIDIA GTX 1070 graphics card. The program systems, it is important to know whether the system supports was developed in C#.NET and was run within the Unity3D basic micro- and macro-interactions and how people tend to platform. An HTC VIVE headset was used to immerse the user perform manipulations when interacting with 3D objects in into the 3D virtual world and the HTC VIVE Controller was virtual environments. used as the input device for the user to interact with objects in the virtual environment (Figure 1a-c). We used the Noitom Perception Neuron, a body worn tracking device, to capture the This work was supported in part by XJTLU Key Program Special Fund body, head, and hand motions of the users (Figure 1d). (KSF-P-02), and XJTLU Research Development Fund. Difeng Yu, Juntao Zhu, Wenge Xu, Hai-Ning Liang, Charles Fleming, and B. Task, Procedure, and Experiment Design Yong Yue are with the Department of Computer Science and Software Participants were asked to perform a series of gestures via the Engineering, Xi’an Jiaotong-Liverpool University. Hai-Ning Liang is also with Research Institute of Big Data Analytics, Xi’an HTC Vive Controller to manipulate 3D objects. Seven tasks Jiaotong-Liverpool University. (see Table 1) were predefined in this experiment [2]. For each *Corresponding author: Hai-Ning Liang; HaiNing.Liang@xjtlu.edu.cn. INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 7, NO. 1, OCTOBER 2018 12 TABLE I macro-interactions when performing 3D manipulation tasks. THE 3D TASKS GIVEN TO PARTICIPANTS IN THE USER STUDY 1 Manipulation Animation Descriptions Widget III. USER STUDY 2 Throwing (1) Throw the Object forward Translation (2) Move the Object along X-axis This study aimed to find out whether micro- or (3) Move the Object along Y-axis macro-interactions were more frequently used by users when (4) Move the Object along Z-axis Rotation (5) Rotate the Object along X-axis performing common manipulation tasks with the HTC VIVE (6) Rotate the Object along Y-axis Controller. (7) Rotate the Object along Z-axis A. Participants and Apparatus Fifteen participants (7 females) between the ages of 18-22 task, participants would first select the object and then perform were recruited for this experiment. They all had some VR three types of gestures: (1) Wrist Gesture: moving wrist to experience before. This experiment employed the same perform the task while keeping elbow and shoulder fixed; (2) apparatus and materials as the previous experiment. Elbow Gesture: moving elbow to perform the task while keeping wrist and shoulder fixed; and (3) Shoulder Gesture: B. Task, Procedure, and Experiment Design moving shoulder to perform the task while keeping wrist and We used similar task design and experimental procedure as elbow fixed. Note that the first type of movements was the previous experiment. However, instead of instructing the considered as micro-interaction while the second and third types participants to finish the task by Wrist, Elbow, and Shoulder of movements were counted as macro-interaction. successively, we let them use the gestures which they felt most Before the experiment started, participants were asked to fill comfortable with to complete the tasks. in a pre-experiment questionnaire with their demographic information and were given time to familiarize themselves with C. Task, Procedure, and Experiment Design the virtual environment and the HTC VIVE Controller. Then, Fig. 2 shows the frequency distribution of participants they would proceed to carry out the manipulation tasks one by performing the 3D manipulation tasks using Wrist, Elbow, or one (with the order of presentation balanced). After the Shoulder Gestures. For both throwing tasks and rotation tasks, experiment, participants were instructed to provide some participants favored using Elbow Gestures the most, followed comments on three types of gestures they had performed. To by Wrist Gestures. Few used Shoulder Gestures in these two assess whether users are able to perform these tasks, we record types of tasks. Participants tended to avoid large macro-motion the whole movements using the Noitom Axis Neuron Software in these cases. On the other hand, for translating tasks, most and analyze the completion rate result after. participants favor macro-interactions (Elbow Gestures and Shoulder Gestures) than micro-interactions (Wrist Gestures). C. Results and Subjective Feedback All participants used Shoulder Gestures when translating the Based on our analysis, nearly all 3D manipulation tasks object along Z-axis. This was probably intuitive to understand defined can be completed by the participants (see Table 2). since the Wrist Gestures were not able to move the object for a However, one exception was performing the rotation task along long distance and may rarely be used to translate an object in the Z-axis using Wrist and Shoulder. According to video normal life. We noticed that micro-gestures would always recordings, we found that participants could actually finish the cooperate with macro-gestures to complete a translation task. task if properly guided but they just could not figure out how to do it by themselves. This might indicate that rotation along the Z-axis using Wrist and Shoulder are unnatural interactions and sounds unfamiliar to users. Most participants suggested that some gestures made them feel uncomfortable when performing although they were able to complete the tasks. This motivated us to conduct the second user study—to explore natural, intuitive micro- and TABLE 2 THE COMPLETION RATE FOR THE TASKS. Manipulation Axis Wrist Elbow Shoulder Throwing - 30/30 30/30 30/30 Translation X-axis 30/30 30/30 30/30 Y-axis 30/30 30/30 30/30 Z-axis 30/30 30/30 30/30 Rotation X-axis 30/30 30/30 30/30 Y-axis 30/30 30/30 30/30 Z-axis Fig. 2. The frequency distribution of participants performing Task (1)-(7) 19/30* 30/30 17/30* using Wrist, Elbow, or Shoulder. INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 7, NO. 1, OCTOBER 2018 13 IV. DISCUSSION AND FUTURE WORK First A. Author (M’76–SM’81–F’87) and the other authors may include biographies at the end of regular papers. Biographies are often not included in According to our user studies, we summarize the following conference-related papers. This author became a Member (M) of IEEE in 1976, lessons we learned: a Senior Member (SM) in 1981, and a Fellow (F) in 1987. The first paragraph may contain a place and/or date of birth (list place, then date). Next, the 1) The HTC VIVE Controller supports most basic micro- and author’s educational background is listed. The degrees should be listed with macro-interactions. However, some interaction gestures type of degree in what field, which institution, city, state, and country, and year seem to be unnatural for users and should be carefully degree was earned. The author’s major field of study should be lower-cased. considered when designing VR applications. The second paragraph uses the pronoun of the person (he or she) and not the author’s last name. It lists military and work experience, including summer and 2) VR environments should minimize requiring users to carry fellowship jobs. Job titles are capitalized. The current job must have a location; out large full-arm movements with the HTC VIVE previous positions may be listed without one. Information concerning previous Controller, and similar devices, to finish throwing and publications may be included. Try not to list more than three books or published articles. The format for listing publishers of a book within the rotation tasks. biography is: title of book (city, state: publisher name, year) similar to a 3) Users tend to favor macro-interaction when translating an reference. Current and previous research interests end the paragraph. object using dual hand controllers like the HTC VIVE The third paragraph begins with the author’s title and last name (e.g., Dr. Smith, Prof. Jones, Mr. Kajor, Ms. Hunter). List any memberships in Controller. professional societies other than the IEEE. Finally, list any awards and work for In the future, we can either conduct elicitation studies on IEEE committees and publications. If a photograph is provided, the biography more complex 3D manipulation tasks which include multiple will be indented around it. The photograph is placed at the top left of the basic gestures or explore how we can transfer large macro biography. Personal hobbies will be deleted from the biography. movements (for example, Shoulder movement) to fine-level middle-range interactions (like Elbow movement). V. CONCLUSION This research focuses on investigating micro- and macro-interactions for manipulating objects using dual hand controllers like the HTC VIVE Controller in 3D virtual environments. We have conducted two studies that are built on each other to explore if the HTC VIVE Controller supports basic micro- and macro-interactions and whether micro- or macro-interactions are more frequently used by users to perform 3D manipulation tasks. ACKNOWLEDGMENT The authors wish to thank the participants for their time and the reviewers for their comments and feedback that have helped us improve our paper. REFERENCES [1] Edwin Chan, Teddy Seyed, Wolfgang Stuerzlinger, Xing-Dong Yang, and Frank Maurer. "User elicitation on single-hand microgestures." In Proc. CHI pp. 3403-3414. ACM, 2016. [2] Joseph J. LaViola Jr, Ernst Kruijff, Ryan P. McMahan, Doug Bowman, and Ivan P. Poupyrev. 3D user interfaces: theory and practice. Addison-Wesley Professional, 2017. [3] Katrin Wolf. "Microinteractions for supporting grasp tasks through usage of spare attentional and motor resources." In Proc. ECCE, pp. 221-224. ACM, 2011. [4] Richard Tang, Xing-Dong Yang, Scott Bateman, Joaquim Jorge, and Anthony Tang. "Physio@ Home: Exploring visual guidance and feedback techniques for physiotherapy exercises." In Proc. CHI, pp. 4123-4132. ACM, 2015. INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 7, NO. 1, OCTOBER 2018 14 Abnormal Pedestrian Behavior Detection System Using Multiple Deep Convolutional Neural Networks Lim Kuoy Suong, Yun Borin, Lee Sunwoo and Kwon Jangwoo  activities prevention and investigation, accident monitoring, Abstract—Two different deep convolutional neural networks people protection, public properties guarding, and etc. [15] In (CNNs) models along with Motion Histogram Image (MHI) are 2015, there is an estimate 600,000 surveillance cameras in proposed to improve the surveillance camera system in public area Tianjin, China, and one camera produces around 50 petabytes such as parking lot, train station, retail stores, malls, and etc. The of data every day. High quality of camera’s resolution and large studies are conducted using Single Shot Detector (SSD), You Only volume of video data generated by the long time span has put Look Once version 2 (YOLOv2) Detector (YOLOv2), and MHI technique combined with YOLOv2 to detect human face, people, high pressure on data storage. For this reason, innovation in and abnormal human behavior respectively in camera. The surveillance camera system is needed if we were to find or experiment evaluation showed that the proposed approach detect objects in 50 petabytes of video data in a single day. achieved over 90% of accuracy for big public datasets. By using CNNs, we could rely solely on the imagery input from the camera which provides a few benefits regarding designing a reliable system for surveillance camera. Firstly, Index Terms—Abnormal behavior, CNNs, MHI, Object costly sensors can be cut down from the device which would detection. make it more affordable to own the device. Secondly, reducing sensors is also reducing the complexity of different data I. INTRODUCTION modality integration and how they share resources. As a result, this would reduce the computation power, battery life, and A RTIFICIAL Intelligence is one of the active fields in the technology industry. Deep Convolutional Neural Networks (CNNs) have made many computer vision tasks battery weight. In this research study, we would like to use CNNs model with possible. Additionally, there are many state-of-the-art research the help of MHI technique to detect people (people’s face, studies which have promising results for real-life application. In people as a whole, and specific abnormal human behavior) recent years, deep learning has become best known for its ability presented in the public areas so as to improve the surveillance to learn from experience, and is used in complex problems. system. Noticeably, deep convolutional neural networks (CNNs) have made tremendous progress in large-scale object recognition [6], II. METHODS [10], [14], and in detection problems [13], [11], [12]. A. Face Detection In the attempt to achieve a fully autonomous vehicle, many researchers have applied a deep CNN to extract information In the case of face detection, SSD500 (Single Shot Detector) about the road and to understand the environment surrounding [11] has superior performance among real-time detection the vehicle, ranging from detecting pedestrians [1], cars [18], networks in term of detecting relatively small object. SSD is an and bicycles, to detecting road signs [9] and obstacles [5]. algorithm with a balance between object detection speed and Moreover, a huge number of surveillance camera systems accuracy. It executes the convolutional network on the input still requires human supervision. A dramatic efficiency gains image only once and calculates the feature map. In order to could be seen by utilizing the recent advancement in computer predict the bounding box and object classification probability, a vision and artificial intelligence to embed in those camera small 3 × 3 kernel is used to run on several feature maps. This systems so as to ensure public security such as criminal method can detect objects of various scales. There is a trade-off between speed and accuracy in detecting objects. Hence, it is necessary to apply appropriate algorithms according to the Lim Kuoy Suong1 is with Department of Computer Science and Engineering, Inha University, South Korea (email: limkuoysuong@gmail.com) application purpose. Yun Borin1 is with Department of Computer Engineering, Inha University, Most of the other networks, on the other hand, preprocess the South Korea (email: borinyun@gmail.com) image to see if the objects they wanted to detect exist in the Lee Sunwoo is with Department of Computer Engineering, Inha University, picture. The images were transformed into Image Pyramid, South Korea (email: x21999@inha.ac.kr) Sliding Window, or Regional Proposal Network (RPN) [13]. Prof. Kwon Jangwoo is an Inha University Professor at the Department of However, the fact that the objects obtained through this process Computer Science and Engineering (email: jwkwon@inha.ac.kr) 1 equal contribution authors have to be detected one by one in the network has caused the INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 7, NO. 1, OCTOBER 2018 15 processing speed of the image to be slowed down significantly. to solves this problem through a single-shot learning. Using VGG-16 network as the backbone structure, SSD is able Fig. 1. Single Short Detection Architecture. Image taken from [11] Fig. 2. Single Short Detection Model. (a) Image and ground truth are used as input during training phase. (b) and (c) default boxes with different aspect ratios are evaluated at different scale (e.g. 8 x 8 and 4 x 4) then predict both the shape offsets and their relative confidences (c1, c2, …, cp). Image taken from [11] B. People Detection 2) YOLOv2 Architecture 1) YOLO Object Detection In conducting our training to detect people in the images, YOLO takes an approach different from other networks we used YOLOv2 [12]. It contains 31 layers in which 23 are that use a region proposal or a sliding window; instead, it convolutional layers with a batch normalization layer before reframes object detection as a single regression problem. leaky rectified linear unit (ReLu) activation, and a maxpool YOLO looks at the input image just once, and divides it into a layer at the 1st, 3rd, 7th, 11th, and 17th layers. The grid of S x S cells. Each grid cell predicts B bounding boxes, architecture is based on the Darknet architecture of YOLOv2 a confidence score representing the intersection over union [see Table I]. In order to train our own dataset, we needed to (IOU) with the ground truth bounding box, and the reinitialize the final convolutional layer so it outputs a tensor probability that the predicted bounding box contains objects: with a 13 x 13 x 30 shape, where 30 = 5 (bounding boxes) x 6 (4 coordinates + 1 confidence value + 1 class probability). (1) denotes intersection over union between the predicted box and ground truth. Each cell also predicts C conditional class probabilities, Pr(object). Both confidence score and class prediction will output one final score telling us the probability that this bounding box contains a specific type of object. INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 7, NO. 1, OCTOBER 2018 16 III. EXPERIMENT TABLE I F1 ARCHITECTURE. TABLE ADAPTED FROM [5] A. Dataset Layer Type Filters Size/Pad/Stride Output 1) Face Detection Dataset To perform Face Detection, 2 different datasets has been 0 Convolutional 32 3x3/1/1 416 x 416 used. 1 Maxpool 2x2/0/2 208 x 208 2 Convolutional 64 3x3/1/1 208 x 208 Training set: 3 Maxpool 2x2/0/2 104 x 104  WIDER FACE: A Face Detection Benchmark: 4 Convolutional 128 3x3/1/1 104 x 104 The dataset consists of 32,203 images and 5 Convolutional 64 1x1/0/1 104 x 104 393,703 labels. It contains rich annotations, 6 Convolutional 128 3x3/1/1 104 x 104 7 Maxpool 2x2/0/2 52 x 52 including occlusions, poses, event categories, 8 Convolutional 256 3x3/1/1 52 x 52 and face bounding boxes [16]. 9 Convolutional 128 1x1/0/1 52 x 52 10 Convolutional 256 3x3/1/1 52 x 52 Testing set: 11 Maxpool 2x2/0/2 26 x 26  Labeled Faces in the Wild: a database of face 12 Convolutional 512 3x3/1/1 26 x 26 photographs designed for studying the problem 13 Convolutional 256 1x1/0/1 26 x 26 of unconstrained face recognition [7]. The data 14 Convolutional 512 3x3/1/1 26 x 26 set contains more than 13,000 images of faces 15 Convolutional 256 1x1/0/1 26 x 26 16 Convolutional 512 3x3/1/1 26 x 26 collected from the web. Each face has been 17 Maxpool 2x2/0/2 13 x 13 labeled with the name of the person pictured. 18 Convolutional 1024 3x3/1/1 13 x 13 However, for our study, we used only 3000 19 Convolutional 512 1x1/0/1 13 x 13 images as the testing set. 20 Convolutional 1024 3x3/1/1 13 x 13 21 Convolutional 512 1x1/0/1 13 x 13 22 Convolutional 1024 3x3/1/1 13 x 13 2) People Detection Dataset 23 Convolutional 1024 3x3/1/1 13 x 13 We used two different datasets in conducting people 24 Convolutional 1024 3x3/1/1 13 x 13 detection: 25 Route[16] 512 26 x 26 26 Convolutional 64 1x1/0/1 26 x 26 Training set: 27 Reorganize 256 2x2/0/2 13 x 13  INRIA Person Dataset: contains images from 28 Route[27][24] 1280 13 x 13 personal digital image collections taken over a 29 Convolutional 1024 3x3/1/1 13 x 13 30 Convolutional 30 1x1/0/1 13 x 13 long time period, and few of images are taken from the web using google images [8]. There are 3,548 images in total (1132 images are 70 x 134 C. Human Behavior Detection pixels dimension, and 2416 images are 96 x 160 pixels dimension) Analyzing human motion is a difficult research issue due to a large change in human motion and shape, camera Testing set: viewpoint, and environment setting. Motion History Image [2]  Stanford 40 Actions: contains images of humans is a simple yet robust way of representing movements, performing 40 actions. However, for the recognizing action, and analyze motion. purpose of this research, we used only 3 action images (applauding, blowing bubbles, and brushing teeth) as the testing set which accounts for around 1000 images [17]. 3) Human Behavior Detection Dataset We took a video of people walking back and forth while some people stop and did some abnormal behavior of waving hands for help. After collection the data, we did some preprocessing of the video dataset. First, we converted the color video to MHI video through a process that we will describe in the following section [see section a]. Secondly, we converted the MHI video into 3698 frames. We used 3158 images for the training set and reserved 540 images for the testing set. Finally, in each frame, we labelled and annotated the bounding box representing the size and the location of the abnormal behavior. We did this by ourselves using LabelImg [20], a graphical image annotation tool freely available on Fig. 3. Motion History Image Example. Image taken from [2] GitHub. INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 7, NO. 1, OCTOBER 2018 17 using pre-trained weights on PASCAL VOC and/or Microsoft Common Objects in Context (MS COCO). Training was performed on a GeForce GTX 1080 with 10 a) Convert color video to MHI video GB RAM. In all our training sessions, we used the Adam optimizer because of its tendency for towards expedient We propose a method to track motion recognition by convergence. extracting motion information from color image obtained Training for people was started with a learning rate of 1e - from image data. The background image and the foreground 5 to quickly reduce loss for 100 epochs. At this point, we image are generated using the background modeling validated the training with test images that the model had technique to extract the Motion. never seen; the performance was not good, with a number of false positive and false negative bounding boxes. For this reason, we changed the learning rate to 1e - 6 for another 100 epochs so as to ensure finer granularity and proper convergence of our models. Training for human behavior was a little bit different. The same learning rate of 1e – 5 was used for the first 100 epochs while we increased the number of epochs to 120 for 1e – 6 learning rate. Like people detection, we trained the SSD detection at the same learning rates of 1e - 5 and 1e - 6 for 100 epochs and 100 epochs, respectively. As far as the validation process, we continued to train for another 30 epochs at the 1e - 6 learning Fig. 4. System flow diagram of MHI method for motion recognition. rate. However, the model’s performance got slightly worse Diagram taken from [2] from overfitting, so we reverted to the previous checkpoint. IV. RESULT We evaluated the performance of the networks using precision and recall scores with the following formulas: (2) (3) TP, FP, and FN denote true positive, false positive, and Fig. 5. MHI video segmentation by 3fps. false negative, respectively, with n representing the total number of testing images. TABLE III RESULT OF ALL DETECTION MODEL’S PERFORMANCE Abnormal People Human Score Face (SSD) (YOLOv2) Behavior (MHI + YOLOv2) Precision 0.9426 0.9802 0.9132 Fig. 6. Annotation the abnormal behavior. We drew bounding box only the Recall 0.9907 0.9824 0.9166 area with the hands waving—from the chest of the person upward. F1-Measure 0.9661 0.9813 0.9149 B. Training Our implementation on people and human behavior Based on the result table, we can see that SSD and detection is based on an open source YOLO framework YOLOv2 detector with MHI technique produced a very high called Darkflow [19]. We trained the two detection problems precision, recall, and F1 measure score on the problem of INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 7, NO. 1, OCTOBER 2018 18 Face detection, People detection, and abnormal human behavior detection respectively. Fig. 7. Example of applying Face Detection model on images of people in parking lot. Fig. 8. Example of applying Human Detection model on images of people walking in parking lot. INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 7, NO. 1, OCTOBER 2018 19 Fig. 9. Example of applying Human Behavior model on images of people waving hands in office area, and their related MHI images. [6] He, K., Zhang, X., Ren, S., & Sun, J. (2016). Deep residual learning for image recognition. In Proceedings of the IEEE conference on V. CONCLUSION computer vision and pattern recognition (pp. 770-778). We present SSD, MHI technique, and YOLOv2, which are [7] Huang, G. B., Mattar, M., Berg, T., & Learned-Miller, E. (2008, ones of the current state-of-the-art object detection, to October). Labeled faces in the wild: A database forstudying face improve surveillance camera systems and to be used in recognition in unconstrained environments. In Workshop on faces in'Real-Life'Images: detection, alignment, and recognition. real-life application. We showed that a deep-learning [8] INRIA Person Dataset. (n.d.). Retrieved from architecture designed can indeed be applied to detecting http://pascal.inrialpes.fr/data/human/ problem in finding face, people, and unusual behavior with [9] John, V., Yoneda, K., Qi, B., Liu, Z., & Mita, S. (2014, October). promising results in accuracy. For future work, we would Traffic light recognition in varying illumination using deep learning work more to reduce the model size and computational and saliency map. In Intelligent Transportation Systems (ITSC), 2014 complexity of the network. Secondly, for this study, we set IEEE 17th International Conference on(pp. 2286-2291). IEEE. out to detect only the abnormal human behavior of waving [10] Krizhevsky, A., Sutskever, I., & Hinton, G. E. (2012). Imagenet classification with deep convolutional neural networks. In Advances hands. It would be a better idea if we used the system that we in neural information processing systems (pp. 1097-1105). designed to apply on different datasets to detect other [11] Liu, W., Anguelov, D., Erhan, D., Szegedy, C., Reed, S., Fu, C. Y., & different types of unusual human behavior. Berg, A. C. (2016, October). Ssd: Single shot multibox detector. In European conference on computer vision (pp. 21-37). Springer, Cham. ACKNOWLEDGMENT [12] Redmon, J., & Farhadi, A. (2017). YOLO9000: better, faster, stronger. This research was supported by Basic Science Research arXiv preprint. Program through the National Research Foundation of Korea [13] Ren, S., He, K., Girshick, R., & Sun, J. (2015). Faster r-cnn: Towards (NRF) funded by the Ministry of Education (2010-0020163) real-time object detection with region proposal networks. In Advances in neural information processing systems (pp. 91-99). and by the MSIT (Ministry of Science and ICT), Korea, [14] Szegedy, C., Liu, W., Jia, Y., Sermanet, P., Reed, S., Anguelov, D., ... under the ITRC (Information Technology Research Center) & Rabinovich, A. (2015). Going deeper with convolutions. In support program(IITP2014-1-00729) supervised by the IITP. Proceedings of the IEEE conference on computer vision and pattern recognition (pp. 1-9). [15] Xiao, J., Liao, L., Hu, J., Chen, Y. and Hu, R., 2015. Exploiting global redundancy in big surveillance video data for efficient coding. Cluster Computing, 18(2), pp.531–540. REFERENCES [16] Yang, S., Luo, P., Loy, C. C., & Tang, X. (2016). Wider face: A face [1] [Angelova et al. 2015] Angelova, A., Krizhevsky, A., Vanhoucke, V., detection benchmark. In Proceedings of the IEEE conference on Ogale, A. S., & Ferguson, D. (2015, September). Real-Time computer vision and pattern recognition (pp. 5525-5533). Pedestrian Detection with Deep Network Cascades. In BMVC (Vol. 2, [17] Szegedy, C., Liu, W., Jia, Y., Sermanet, P., Reed, S., Anguelov, D., ... p. 4). & Rabinovich, A. (2015). Going deeper with convolutions. In [2] Ahad, M. A. R., Tan, J. K., Kim, H., & Ishikawa, S. (2012). Motion Proceedings of the IEEE conference on computer vision and pattern history image: its variants and applications. Machine Vision and recognition (pp. 1-9). Applications, 23(2), 255-281. [18] Xiao, J., Liao, L., Hu, J., Chen, Y. and Hu, R., 2015. Exploiting global [3] Bansal, A., Nanduri, A., Castillo, C. D., Ranjan, R., & Chellappa, R. redundancy in big surveillance video data for efficient coding. Cluster (2017, October). Umdfaces: An annotated face dataset for training Computing, 18(2), pp.531–540. deep networks. In Biometrics (IJCB), 2017 IEEE International Joint [19] Yang, S., Luo, P., Loy, C. C., & Tang, X. (2016). Wider face: A face Conference on (pp. 464-473). IEEE. detection benchmark. In Proceedings of the IEEE conference on [4] Dalal, N., & Triggs, B. (2005, June). Histograms of oriented gradients computer vision and pattern recognition (pp. 5525-5533). for human detection. In Computer Vision and Pattern Recognition, 2005. CVPR 2005. IEEE Computer Society Conference on (Vol. 1, pp. 886-893). IEEE. [5] Hadsell, R., Sermanet, P., Ben, J., Erkan, A., Scoffier, M., Kavukcuoglu, K., ... & LeCun, Y. (2009). Learning long‐range vision for autonomous off‐road driving. Journal of Field Robotics, 26(2), 120-144. INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 7, NO. 1, OCTOBER 2018 20 Person Tracking and Statistical Representation of Person Movements in Surveillance Areas B. Platte1, R. Thomanek1, R. Rolletschke1, C. Roschke1 and M. Ritter1 1 Hochschule Mittweida – Univeristy of Applied Sciences, 09648 Mittweida, Germany  Abstract—Video surveillance of security-critical areas is being used more frequently. Evaluations and the timely recognition of problematic movements are limited by personnel resources. Automated systems offer an approach to the solution. Neural networks for the recognition of object classes achieve ever higher detection rates. Tracking of detected objects over time causes problems. In the first part, an algorithm is developed to track people across video frames. In the second part, possibilities of evaluation and presentation are presented using the information obtained. Furthermore, the movements of all and individual persons are displayed statistically. As a result, movements during a time window in the video can be captured at a glance without having to look at the video itself. Index Terms—Index Terms—Video surveillance, Monitoring, Machine learning, Statistical learning. I. INTRODUCTION Figure 1: 4 of the used videos or scenes O VER the last few years, the number of surveillance cameras used has increased worldwide. Through “Closed Circuit Television” (CCTV) more and more pictures and data perform tracking. In the big data environment with thousands of hours of video material from a wide variety of starting are recorded. Mostly these data are sighted only after an event situations, learning how to handle special situations is difficult. and searched for clues. In areas of traffic safety (monitoring of intersections) or other sensitive areas, the videos should be The contribution of this work is the development of an evaluated sensibly and at the same time in a resource-saving algorithm for tracking detected persons without prior training manner. Monitoring movements for hours is a monotonous task using reference material. The focus here should be on universal requiring high concentration. People tire quickly. Another applicability. This enables person tracking in various effect is “inattentional blindness”: at high focus on one object previously unknown scenarios. The algorithm brings detected or one activity unexpected objects are not recognized even in but unconnected individual objects into a temporal dependency. the middle of a field of vision (“Gorillas in Our Midst”, [14]). This is the basis for evaluations at a higher level of abstraction. A manual evaluation is therefore limited by mainly 2 points: Without watching the video, typical movements and crowds of people within time slots or highly frequented points can be  human resources quickly detected at a glance. In the present test arrangement, the  human error rate due to monotonous work results have been validated manually. The positional data have been processed with the algorithm presented here for tracking Earlier work trains feature vectors based on reference data to persons. Individual files for all the frames (in this case between 1500 and 14000 files per video) have been summarized into one file per video with person rediscovering across frames data. B. Platte is with the Hochschule Mittweida, Mittweida, Germany phone: +49 3727 58 1147; e-mail: platte@hs-mittweida.de. R. Thomanek is with the Hochschule Mittweida, Mittweida, Germany, phone: +49 3727 58 1407; e-mail: rthomane@hs-mittweida.de. T. Rolletschke is with the Hochschule Mittweida, Mittweida, Germany C. Roschke is with the Hochschule Mittweida, Mittweida, Germany M. Ritter is with the Hochschule Mittweida, Mittweida, Germany. INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 7, NO. 1, OCTOBER 2018 21 This makes people traceable over time. Using this data, we have numbers represent only an item in the list of this single frame derived relevant information on movements within the and are not transferable to another frame. individual scenes using aggregation methods. B. Requirements and basic idea The coordinates of the keypoints change with their II. RELATED WORK movement. Since the frames of a video run very fast (usually 25 to 30 frames per second), the pure coordinate shift from For motion tracking of multiple objects (“multi target frame to frame is relatively slow. tracking”) a wide range of approaches are available. Particle filter Particle filters were introduced to find targets in a state space. The particles are “greedy” for certain properties. During the iteration process, they accumulate in objects that have desired properties [5]. Dearden, Demiris, and Grau track soccer players by using a collection of SIR particle filters on color collections [6] with manual tracking start. In some cases, tracking is performed without manual start points [3]. social interaction models. Movement prediction for pedestrians about the formation of typical social behaviour patterns of pedestrians are described by [15].Using manually annotated reference data, average motion distances and directions were included as predicted values in motion tracking. The required parameters were optimized based on the reference data and generate good predictions for similar scenarios. Tracking of properties. Neural networks detect human body structures in images [10, 7, 2]. In order to be able to clearly identify persons in the video, individual characteristics such as “color histogram” or “Local Binary Pattern” are also used for classification [13]. This makes it possible to track people across occlusions. The feature vectors Figure 2: Keypoints as output of the framework Openpose and must first be trained on reference material to ensure global tracking relevant points. optimization by position, size and similarity [9, 1]. Methods based on learning of patterns of reference data are very useful People do not usually move abruptly, but tend to glide. The for similar scenes. In the area of big data, it is often necessary concept is to buffer all coordinates of each person and compare to work without reference data. Here it is important to them with the corresponding coordinates of other frames. The effectively track down evaluable data in large quantities of parameters required have been determined experimentally. unknown material. III. DATA Basis. There is no internationally recognised benchmark for multi-person tracking. Most of the related publications work with their own video sequences. Our investigation was based on our own video sequences. Figure 1 shows a selection of the Figure 3: Schematic representation of a video, here divided into 4 sequences used, the respective start frame can be seen. The frames. Several problems can be seen here: disappearance and return videos in different lengths show public space, both indoors and (person 5 in frame 3 to 4), a lot of movement without a big change of position (persons 1 and 2), occlusion (person 3 in frame 3). outdoors. People are moving. The goal was to automatically track and statistically represent the movements of the persons. C. Selecting relevant points IV. PERSON TRACKING The further away the points are from the center of the body, The tracking algorithm creates a relationship between the faster are their movement and consequently the change in individual and unrelated item data. coordinates. Figure 3 shows e.g. playing children in the foreground. Their position data of the wrists or elbows carry out A. Problem large coordinate changes without greatly changing the position By splitting the videos into frames quasistatic images are of the person himself. Due to its mass, the torso has the greatest created, schematically represented in fig. 3. The framework inertia and moves more slowly in space than the wrists or Openpose considers each frame individually without any ankles. reference to the previous one. This means that any information The key points of the human torso as well as the head fulfill about the keypoints of the persons is purely static. Person the requirement of the least movement. Therefore, a set of trunk INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 7, NO. 1, OCTOBER 2018 22 keypoints is used, consisting of shoulders, hips and the head All predictions in frame 1 are represented by ℝ1 , and all keypoints of nose, neck and ears. In total, these 10 keypoints predictions in frame 2 by ℝ2 , and so on. The x-coordinate of a are used for further calculation, also shown in Figure 2: keypoint 𝜅𝑖 for the current person in the current frame is 𝑥𝑓,𝑖 = 𝑥({𝑣 ∈ ℚ𝑗,𝑓 ′′ |𝜅𝑖 }) (4) and 𝑥𝑓−1,𝑖 is the corresponding x-coordinate of a keypoint of This provides a reduced data set for each person in each another person in the previous frame. For a person represented frame, as shown in Table I. Please note that not all points are by the prediction set ℚ′′ , the most suitable person in the visible in every frame. previous frame is searched. The Euclidean distances in the 2D space of the video and the confidence of each keypoint 𝜅𝑖 to the Table I: Example data set for 1 person in 1 frame. Such a data related 𝜅𝑖 of all predictions of a person in the previous frame record is created for each person in the frame. (𝑓 − 1) are calculated: D. tracking algorithm The body point detector returns a set of predictions 𝕍𝑓 = {𝑣𝑖 } for each frame and as a consequence 𝕍 = {𝑣𝑓,𝑗 } for all frames. Each individual point prediction 𝑣 consists of 𝑣𝑓,𝑗,𝜅 = (𝑓, 𝑥𝑗,𝜅 , 𝑦𝑗,𝜅 , 𝑃𝑗,𝜅 ) (1) where: 𝑃 = Confidence of the keypoint at the designated coordinate 𝑗 = within frame-person-index 𝑓 = frame index 𝑑𝑖 = √(𝑥𝑓,𝑖 − 𝑥𝑓−1,𝑖 )2 + (𝑦𝑓,𝑖 − 𝑦𝑓−1,𝑖 )2 (5) (𝑥, 𝑦) = coordinates for keypoint 𝜅 (𝑃𝑓,𝑖 −𝑃𝑓−1,𝑖 ) 𝑃𝑖 = (6) 2 A person is at this point only represented by his or her All person ’ s distances with their confidences to another keypoints. Which person in the current frame matches which person form the distance set 𝔻 = {{𝑑1 , 𝑏1 }. . . {𝑑𝑚 , 𝑏𝑚 }}. All person from the previous frame is unknown at this point. ℚ Q Sets 𝔻 for all prediction sets of the previous frameℝ𝑓−1 are is the set of predictions 𝑣𝑓,𝑗 for the set of all keypoints calculated and define the set belonging to a person 𝜅𝑖 . Table I represents ℚ in an example. After preselection of relevant points according to sec. IV-C the 𝔼 = ⋃ 𝔻𝑗 (7) subset ℚ′ ⊂ ℚ results. Every single set of ℚ′ is filtered to 𝑗=1..𝑚 reduce false detection: where: 𝑚 = set of persons within frame ℚ′′ = {𝑣 ∈ ℚ′|𝑃𝜅 > 𝜏} (2) The resulting set 𝔼 now contains all point distances of one person to all persons in the previous frame, exemplified in table The further calculation includes only those elements from II. In the further course, within the quantity 𝔼 the minimum is ℚ′′ whose prediction probability is higher than the plausibility determined from the set of the mean values of each subset threshold 𝜏 . In the present study 𝜏 = 0.5 was used. All 𝔻1 … 𝔻𝑚 : 𝑚 predictions in a frame are given by the set of all ℚ𝑗 ′′ with 𝑚 as ̅ = ∑{𝑑(𝔼𝑖 ), 𝑃(𝔼𝑗 )} 𝔼 (8) number of persons in the frame: 𝑖=1 ℝ = ⋃ ℚ𝑗 ′′ (3) ̅) 𝑀 = 𝑚𝑖𝑛 𝑑(𝔼 (9) 𝑗=1..𝑚 In the example in table II the minimum value will be INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 7, NO. 1, OCTOBER 2018 23 Pixel and occurs at person 2 in column 𝑑(𝔻2 ). These minimum specific person and thus the “re-locking” of the tracking of all eligible persons is compared to a fixed threshold ∈ algorithm, controlled by the parameter history depth (fig. 4). (enquoteexclusion circle). Only if that minimum is below this The “Noise” in the range from 0 to 5 is caused by detection threshold, the person is considered to be found again ( in dropouts in the detector data used. During the manual check it table II). This results in the ∈ parameter forming a robust feedback exclusion circle around the coordinates. If an object disappears and another object appears in another position in the following frame, the exclusion circle prevents the new object from being assigned to the object that has just disappeared. Figure 4: searching for suitable sets 𝔼 in previous frames ℎ Figure 6: Number of frme gaps for each person, counted in frames Figure 5: keypoints to track The described procedure is iteratively performed for each person in each frame. Furthermore, the distance sets 𝔼 are Figure 7: Number of missing frames for each person in 2 scenes calculated for frames reaching further into the past. The “history depth” is specified by a parameter ℎ (“history depth”) was visible that especially in the background, in blurred areas as shown in Figure 4. or in side views the detection of persons for individual frames is interrupted. These dropouts become visible here. The higher values were caused by occlusion, i.e. one person was repeatedly V. RESULTS/DISCUSSION occluded by another person during the duration of the video. The detector temporarily couldn’t find a hidden person, the In the videos, the persons in the individual frames were tracking algorithm found them again after the detection. tagged with a frame-spanning identifier, a unique ID. To Prerequisites for retrieval (“person relock”) are achieve a clearer display, the frames were aggregated over  The occlusion duration remains within the historical whole seconds. search range h: the person is detected again before the A. Persons during the run time history depth parameter limit is reached (fig. 4, fig. 8). Figure 5 shows the number of persons detected and tracked  The covert person does not move out of the exclusion every full second of the running video. In video 1 around 10 circle during the occlusion, defined by the parameter people are visible at the beginning, after 17 seconds the number “exclusion circle” ∈. of people decreases. After 30 seconds the number of persons Figure 7 shows another view onto the locking of the tracking rises again. In video 2, people were detected only during the algorithm. The accumulated number of missing frames is first 23 seconds. At the beginning 2 persons were detected, later shown here. In scene 1 not all people have missing frames. For a bit more and again decreasing. Apparently, a group was persons with missing frames, the average value is less than 25 walking through the picture. frames, i.e. less than 1 second. Less than half of the persons can be seen continuously without interruption during their visibility B. Retrieval after occlusion period. There are longer gaps in some of them. This can be Figure 8 schematically displays the retrieval after occlusion. explained by the passing of other persons or temporary Figure 6 shows the total number of detection gaps of the occlusion. INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 7, NO. 1, OCTOBER 2018 24 C. Movement aggregation by heatmaps the Heatmap becomes clear: a typical direction becomes Figure 9 shows summarized movement data of the heads. For recognizable. In this way it can be clearly distinguished that this evaluation, the video image was divided into 10x10 pixel many people move towards the house, and some move away sized fields. As a result, a matrix is created that reproduces the from the house. Scene 3 shows a person waiting at the elevator movements in the image plane in reduced resolution, both (blue vectors). Further on, according to the green vectors, a spatially and temporally. person comes out of the elevator and walks into the foreground. Another person, represented by red vectors, comes through the door on the left, turns and walks to the elevator. Typical movement patterns become visible at a glance. VI. ASSUMPTIONS, LIMITATIONS, FUTURE WORK The algorithm doesn’t detect objects in videos itself. These are based on the output of detectors such as Detectron [8], YOLOv3 [12, 11] or Openpose [4]. Improvements in these detectors will improve tracking. Tracking is performed on the 2D projection plane of the video. However, surveillance videos are generally filmed from a raised position and show a spatial perspective. Objects further away from the camera seem to move more slowly at the same speed than objects closer to the camera. The algorithm is currently not taking this into account. When moving an object, the algorithm searches for the object in the constant exclusion circle surrounding the keyppoints of the last position. At a constant speed of an object, the perspective-related circle of retrievability in the foreground increases. The parameter ∈ additionally depends on the resolution of the underlying video data. For higher-resolution videos, motion includes larger pixel distances. The parameter must also be adjusted accordingly. VII. FUTURE WORK The tracking of objects, in this case persons, is based on the search for the minimum distances of specific points. A prediction algorithm might improve tracking accuracy: A track Figure 8: Tracking based on previous frames. Blurred persons are fragment could be extrapolated from the previous frame and unknown. Sharply depicted persons were found in previous frames. used for calculating a probable target. Extending the feature vector by additional characteristic properties is expected to In the summary, the keypoints “nose” and “neck” were yield further improvements. considered further. The elements of these one-second heatmaps were averaged over the runtime of the video and visualized in VIII. CONCLUSION fig. 9. The result represents the aggregated illustration of typical In this paper, an algorithm for efficient tracking and temporal movements during the video runtime. The heatmaps in fig. 9 attributing of persons in videos was presented. The attributing visualizes locations of movement. The persons walk e.g. in of persons has been based on a feature vector of 10 points of the scene 1 under avoidance of the lantern from the foreground to human torso plus neck and head. The feature vectors are the house or take the way back. They walk around the flowerbed calculated for each person with parameterizable historical on the right. In scene 2, the heatmap indicates that the walkway depth. This deep temporal grouping of all individual elements is typically used in an arc instead of a straight line. With this of the feature vectors results in a robust recognition of the one image per video the typical movement locations of people respective person. Detection gaps or short-term occlusions are can be identified without seeing the video itself. successfully noticed and rectified. The algorithm works without D. Motion aggregation through tracklet generation specific learning methods. This makes it applicable to unknown The vector representation in fig. 9 allows conclusions on the video material. direction of movement. For this purpose, the distances of each person are added separately over selectable time slots. Figure 9 REFERENCES show these movements in row 2 as overlay of the first frame. [1] Mykhaylo Andriluka et al. “PoseTrack: A Benchmark for Human Pose Each person will be painted in a new colour. Scene 1 shows that Estimation and Tracking”. In: arXiv:1710.10000 [cs] (Oct. 2017). arXiv: 1710.10000 [cs]. much more people move through the scene during the video’s runtime than can be seen in the first frame. The difference to INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 7, NO. 1, OCTOBER 2018 25 Figure 9: Aggregated visualization of all movements during the runtime of the respective video. Line 1 shows the grid for the heatmap following in line 2, line 3 the vectorized representation. [2] Hou Beiping and Zhu Wen. “Fast Human Detection Using Motion [15] Kota Yamaguchi et al. “Who are you with and where are you going?” Detection and Histogram of Oriented Gradients”. en. In: Journal of English (US). In: 2011 IEEE Conference on Computer Vision and Pattern Computers 6.8 (Aug. 2011). Recognition, CVPR 2011. 2011, pp. 1345–1352. [3] M. D. Breitenstein et al. “Online Multiperson Trackingby-Detection from a Single, Uncalibrated Camera”. In: IEEE Transactions on Pattern Analysis and Machine Intelligence 33.9 (Sept. 2011), pp. 1820–1833. [4] Zhe Cao. OpenPose: Real-Time Multi-Person Keypoint Detection Library for Body, Face, and Hands Estimation. May 2018. [5] J. W. Choi and J. H. Yoo. “Real-Time Multi-Person Tracking in Fixed Surveillance Camera Environment”. In: 2013 IEEE International Conference on Consumer Electronics (ICCE). Jan. 2013, pp. 125–126. [6] A. Dearden, Y. Demiris, and O. Grau. “Tracking Football Player Movement from a Single Moving Camera Using Particle Filters”. In: European Conference on Visual Media Production (CVMP). IET, Nov. 2006. [7] Á Garcia-Martin and J. M. Martinez. “People Detection in Surveillance: Classification and Evaluation”. In: IET Computer Vision 9.5 (2015), pp. 779–788. [8] Ross Girshick et al. Detectron. 2018. [9] Y. Li, C. Huang, and R. Nevatia. “Learning to Associate: HybridBoosted Multi-Target Tracker for Crowded Scene”. In: 2009 IEEE Conference on Computer Vision and Pattern Recognition. June 2009, pp. 2953–2960. [10] Alejandro Newell, Kaiyu Yang, and Jia Deng. “Stacked Hourglass Networks for Human Pose Estimation”. In: arXiv:1603.06937 [cs] (Mar. 2016). arXiv: 1603.06937 [cs]. [11] Joseph Redmon and Ali Farhadi. “YOLOv3: An Incremental Improvement”. In: arXiv (2018). [12] Joseph Redmon et al. “You Only Look Once: Unified, Real-Time Object Detection”. In: arXiv:1506.02640 [cs] (June 2015). arXiv: 1506.02640 [cs]. [13] G. Shu et al. “Part-Based Multiple-Person Tracking with Partial Occlusion Handling”. In: 2012 IEEE Conference on Computer Vision and Pattern Recognition. June 2012, pp. 1815–1821. [14] Daniel J Simons and Christopher F Chabris. “Gorillas in Our Midst: Sustained Inattentional Blindness for Dynamic Events”. en. In: Perception 28.9 (Sept. 1999), pp. 1059–1074. INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 7, NO. 1, OCTOBER 2018 26 Wireless Sensor Network Traffic Modeling and Anomaly Simulation based on OPNET Weihao Liu, Haoyang Wang, Limin Yu, Mark Leach and Fei Ma  field (MRF) theory has been utilized to model local statistical Abstract—The interaction between nodes in a multihop wireless interactions to solve large scale inference problems in sensor sensor network is a complex issue. Markov random field (MRF) networks [5, 6]. In [6], MRF theory was applied to model traffic theory has been used as an important mathematical tool to model intensity of three types of sensor networks with lattice structure local statistical interactions in a sensor network. This paper focuses on the OPNET simulation of a typical broadcasting under the shortest path routing. The three network structures network of distributed control under shortest path routing. Due to included uniform communication, central gathering and border imposed power constrains, each sensor node only communicates gathering. The dynamic variation of the traffic load in practical with its neighboring nodes forming an MRF. The network traffic situation was simulated by adding the Gaussian noise to the intensity in both normal and anomaly situations is simulated in traffic distribution. Network traffic prediction was implemented OPNET. The simulation results demonstrate the validity of the by a MRF smoothing algorithm. MRF based inference structure and point out a way to improve the model parameter optimization and anomaly detection. This paper is an extension of the work in [6]. It aims to use the Index Terms—Wireless Sensor Network, Traffic Modeling, network simulation tool, the OPNET, to simulate the network OPNET, Markov Random Field, Network Anomaly Analysis. traffic of one type of the sensor networks described in [6], where each sensor node possesses the information from all the other nodes under broadcasting and shortest path routing as in a I. INTRODUCTION distributed control network. The simulation results demonstrate the validity of the MRF based traffic inference algorithm. It also T HE wireless sensor networks (WSNs) have been applied widely in different areas including remote monitoring of the environment, target tracking, satellite communication and proves that the original model should be adjusted to fit more realistic network situations. The location of anomaly nodes and distributed control [1]. The sensor nodes of WSNs could be its influence on the traffic distribution are simulated and made smaller, cheaper while even more intelligent compared analyzed. with the traditional wired sensor networks [2]. The information collected by the sensor nodes would, in most cases, be sent via II. METHODOLOGY the intermediate nodes to the sink node for further processing. The interaction between nodes is a complex issue and most A. The structure of the sensor nodes network studies of multihop networks at different layers of the protocol In this paper, the uniform communication [6] structure is stack face the issue of understanding this complex process [3, adopted to set up the OPNET simulation. As shown in Fig. 1, all 4]. sensor nodes are the sink node and each generated source data As an important mathematical tool to study statistical packet will be sent to all the other nodes as the destination. With dependencies of a set of random variables, Markov random power constraints, each sensor node can only communicate with its immediate neighbors for data transfer or packet relay, e.g., there will be 4 nearest neighbors while the sensor node is not on This work was supported by the National Science and Foundation of China the edge of the network. (NSFC) under Grant 61501380 and in part by the Research Institute of Big Data Analytics, Xi'an Jiaotong-Liverpool University. In OPNET simulation, we specify a square area of 300 by 300 Weihao Liu and Haoyang Wang are with the Department of Electrical and meters. As demonstrated in Fig. 2, 81 sensor nodes are Electronic Engineering, Xi’an Jiaotong-Liverpool University, Suzhou 215123, uniformly deployed in this given area in a 9 by 9 lattice. China. The distances between two neighboring nodes is set to Limin Yu is with the Department of Electrical and Electronic Engineering, approximately 25 meters. The distance between two nearest Xi’an Jiaotong-Liverpool University, Suzhou 215123, China. (corresponding author, phone: 86-512-88161414; e-mail: limin.yu@xjtlu.edu.cn). sensor nodes at the diagonal line is about 35 meters. Therefore, it is important to set in the OPNET that the transmission Mark Leach is also with the Department of Electrical and Electronic Engineering, Xi’an Jiaotong-Liverpool University, Suzhou 215123, China. distance for single node is limited to 30 meters to avoid the (e-mail: Mark.Leach@xjtlu.edu.cn). communication between two sensor nodes that are not adjacent Fei Ma is with the Department of Mathematical Sciences, and Research in the network. Institute of Big Data Analytics, Xi'an Jiaotong-Liverpool University, Suzhou 215123, China. (e-mail: fei.ma@xjtlu.edu.cn). INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 7, NO. 1, OCTOBER 2018 27 B. Setting of a single network node A typical structure of a sink node is shown in Fig. 4. The node has 6 modes including source, sink, network layer, 802_15_4 mac mode and wireless transmitter/receiver. It enables specific network settings in this layered structure. The blue arrows represent up and downlink of the data flow across the layers. Fig. 1. Uniform communication model. Fig. 4. Inner structure of a sink node (6 modes and 2 types of arrow in a single sink node) The source mode produces the new data package based on the Poisson distribution. The time intervals for arriving new data Fig. 2. WSN model in the OPNET with 81 nodes. packages conform to the exponential distribution. The network layer is set as the broadcasting mode (from each sink node to all The generated data packet has the size of 1024 bits. The data the other nodes). 802_15_4_Mac mode regulates the link layer flow lasts for 5 minutes in the simulation. The traffic data at implementing ZigBee MAC protocol. Current simulation each node and the total traffic are measured and updated in the settings fit in the general ZigBee network scenarios with OPNET every 3 seconds. The data could be visualized transmission distance between 10 to 100 meters for applications conveniently in the system. Fig. 3 illustrates the data flow of a in embedded sensing, industrial control or building monitoring single node (node 40) to the 4 neighboring nodes (node 31, 39, and automation. 41 and 49) which makes one clique in a MRF structure. To be noted that, the 4-point cliques will be adjusted to the 2-point clique and 3-point clique for nodes at the edge of the network. III. RESULTS AND ANALYSIS A. Data traffic intensity at a single node and the traffic distribution of the network In the OPNET simulation, we pick 5 nodes with the ID number 0, 10, 20, 30 and 40, located at the diagonal line from network edge to the center for detailed analysis as shown in Fig. 5. The traffic intensity of the selected nodes resulted from a 5 minutes simulation is shown in Fig. 6. The traffic data is fluctuating which reflects the real network traffic statistics with Fig. 3. Data transmission in one clique where data packages are sent from a incidents of delay, congestion and temporary failure. The sink node to four adjacent sink nodes with the equal probabilities average traffic intensity is shown in Table I. A plot of the traffic INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 7, NO. 1, OCTOBER 2018 28 profile for the whole network is shown in Fig. 7. Fig. 5. Nodes selection for results demonstration. Fig. 6. Data traffic at the 5 selected nodes. Node Numbers 0 10 20 30 40 Average Traffic 35023 35850 36895 37620 37993 Intensity (bit/s) (bit/s) (bit/s) (bit/s) (bit/s) Table I. Table of average traffic amount of 5 nodes Fig. 8. Ideal model of the traffic distribution in uniform communication Fig. 7. Simulated Data traffic distribution in uniform communication network network The simulation illustrates that the amount of traffic increases size according to the distance of sensor nodes to the center from edge to the center of the network which is consistent with (larger in the center and smaller on the edge) provides a simple the theoretical results in [6]. However, in comparison with the solution to improve the general performance in this type of network. ideal traffic intensity profile as shown in Fig. 8, more realistic traffic intensity simulated by OPNET reveals that the traffic B. Anomaly detection and the anomaly influence variation in percentage at different locations of the network is To better understand the influence of network anomaly on much smaller than the theoretical model. The node 40 at the the network traffic, OPNET simulation is conducted by adding central position, which has the maximum traffic is only 7.8% anomaly nodes at different areas of the network. 9 nodes of a 3 larger than the edge (node 0) as shown in Fig. 7. by 3 lattice in 4 different locations are selected as the anomaly This result suggests that the power consumption for sensor nodes for testing as shown in Fig. 9. nodes at different locations varies but the power management The selected anomaly nodes are not able to generate and strategy may not differ significantly. Applying different buffer relay data packets. The anomaly is set to occur at 100 seconds INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 7, NO. 1, OCTOBER 2018 29 Fig. 10. Plot of traffic intensity of 4 anomaly scenarios Fig. 9. Anomaly nodes in 4 locations: (a) Anomaly at the top left corner, (b) at inner positions (c) at inner positions (closer to the center) (d) at the central positions. theoretical results differ quantitatively which infers that the cost function parameters could be adjusted in the MRF model for after the start of simulation and the traffic is dropped to zero at better prediction these nodes. The failure of the selected nodes affects the The simulation also suggested that applying different buffer surrounding nodes, and the total traffic intensity in the 4 size according to the distance of sensor nodes to the center scenarios are illustrated in Fig. 10. provides a simple solution to improve the network performance. Table II provides a numerical comparison of the total traffic in The anomaly simulation with OPNET clearly indicated that the normal and 4 anomaly situations. The own traffic generated by failure of central node leads to more significant traffic loss. The the 9 anomaly nodes (in original normal situation) is about 10%. numerical connection between the amount of traffic loss and It is observed that the relay traffic is affected significantly by the locations of the anomaly nodes provides a way to solve the location of the anomaly nodes. More relay traffic is affected inference problem of network anomaly detection which is worth when the anomaly nodes are approaching the center of the further investigation. network. The total traffic reductions increases from 16.1% to 27.4% as shown in Table II. REFERENCES To be noted that, current anomaly simulation assumed the [1] J. Sun and E. Modiano, “Routing strategies for maximizing throughput in complete failure of selected nodes. Protocol design may provide leo satellite network,” IEEE journal on selected areas in an alternative for anomaly detection. However, if abnormal communications, 22(2), Feb. 2004. nodes experience a connection problem in certain time period [2] A. Bharathidasan, V. A. S. Ponduru, “Sensor Networks: An Overview,” Department of Computer Science University of California. Available: (i.e., abnormal nodes are not completely failed), the MRF http://www.csun.edu/~andrzej/COMP529-S05/papers/sensorNetworksS inference based on the change of traffic profile would be a more urvey.pdf effective way for anomaly detection. [3] B. Zeng, Y. Dong, J. He, D. Lu, “An energy-efficient TDMA scheduling for data collection in wireless sensor networks,” in Proc Communications in China (ICCC), 2013. IV. CONCLUSION [4] C. Intanagonwiwat, R. Govindan, D. Estrin, J. Heidemann, and F. Silva, “Directed diffusion for wireless sensor networking,” IEEE/ACM The paper uses OPNET to simulate a typical wireless network Transactions on Networking, 11(1):2–16, February. scenario where, with power constraints, each sensor node is [5] D. Ganesan, A. Cerpa, Y. Yu, W. Ye, J. Zhao, and D. Estrin, “Networking only able to communicate with the neighboring nodes forming a issues in sensor networks in the journal of parallel and distributed MRF of 4-point cliques. Under the normal networking settings computing (jpdc),” Invited paper in Special issue on Frontiers in with broadcasting and shortest path routing, the simulation Distributed Sensor Networks, Elsevier Publishers, 2003. [6] Y. Cai and L. Yu, "Sensor network traffic load prediction with Markov demonstrated the validity of the traffic distribution in theory and random field theory," in Proc 4th International Conference on Computer the MRF model for traffic prediction. The simulation and the Science and Network Technology (ICCSNT), Harbin, 2015, pp. 967-971. Anomaly Situation Normal 1 2 3 4 Network Total Traffic 5597173(bit/s) 4698631 (bit/s) 4501410 (bit/s) 4276461 (bit/s) 4066656 (bit/s) Data Loss 0% 16.1% 19.6% 23.5% 27.4% Table II. Comparison of network traffic in normal and 4 anomaly scenarios INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 7, NO. 1, OCTOBER 2018 30 A Low Multiplicative S-Box for a Stochastic Random Number Generator M. L. Dennis Wong and Jia Jun Tay  inaccuracies, additional computation times compared to Abstract— Stochastic computing is an emerging paradigm for conventional computing, etc. Besides, to produce stochastic fault tolerant digital computation. Unlike conventional computing, numbers (SN) from the operands, one would require stochastic stochastic computing has better tolerance towards high noise floor. number generators (SNG). SNs are strings of binary bits in This is an important figure of merit as we move towards lower power platforms, area optimised design is desired to achieve low which the probability of “1”s is determined by the value of the power consumption. In this paper we present an area optimised operand it represents. Typically, each copy of input SN applied design for a S-box based Pseudo Random Number Generator for to a stochastic circuit requires its own independent SNG. stochastic computing. Furthermore, additional SNGs are also required to reduce the correlation between the SNs during computation. In [13], it was Index Terms—Low multiplicative complexity, random number stated that the hardware needed for the SNGs can take up more generator, stochastic computing, S-box. than 80% of a stochastic circuit’s area. This work studied a recently proposed SNG and proposed an optimised implementation for its S-Box. Using a low I. INTRODUCTION multiplicative approach, it is found that one can further reduce W ITH the advent of Internet of Things, the demand for low power IC design continues to grow than ever before. This leads to the exploration of alternative computing paradigms to its circuit area and in turn its dynamic power. II. S-BOX BASED STOCHASTIC NUMBER GENERATOR enable IoT devices to operate at extremely low power. One of Recently, a new S-box based pseudo-random number the alternative paradigms being increasingly looked at is generator (SBoNG) for stochastic circuits is proposed by [14]. Stochastic Computing (SC) introduced by [1] in 1967. This is The new design combined an LFSR with a non-linear S-box primarily owing to SC’s low power requirement and its fault function. As it does not interfere with decorrelation and thus it tolerance ability. can be shared efficiently by multiple stochastic number This technique, lent itself from the probability theory, has generator. It was stated by the authors that SBoNGs can scale been proven to be better in handling computational uncertainties effectively in stochastic circuits operating on a large number of [2]. Furthermore, SC is particularly attractive in IC design as it input variables. requires low complexity computation blocks. In general, SC is The S-box used by the authors was taken from a seen as a promising alternative in comparison to its Mini-Advanced Encryption Standard (AES) Algorithm conventional binary computing counterpart, which usually has a proposed in [15]: higher computational cost. which could be represented as the followings, denoting input, Though SC has been known for decades, very few physical X  {x0 ,, x3} and output, Y  { y0 ,, y3} : realizations have been proposed. Initially, SC applications were limited to the field of neural networks [3] and machine controls TABLE I [4]. Until recent years, it was discovered that SC efficiently S-BOX TABLE simplifies some mathematical functions which are X 0 1 2 3 4 5 6 7 computational expensive in binary computation. These Y 6 B 5 4 2 E 7 A functions can be efficiently approximated using stochastic logic X 8 9 A B C D E F with minimal hardware requirements and without significant Y 9 D F C 3 1 0 8 accuracy degradation. Ever since, SC implementation has been extended to image processing [5]-[7], error control coding applications [8] and digital filter design [9]-[12]. y3  x2 x3  x0 x1x3  x0 x1x2 However, the drawbacks of SC include computation y2  x0 x1x2 x3  x1x2  x0 x2 x3  x0 x2 x3  x0 x1x3 y1  x0 x1x2 x3  x1x3  x2 x3  x0 x1x2 Manuscript received July 26, 2018. M. L. D. Wong is with Heriot-Watt University Malaysia, Precinct 5, y0  x0 x1x2  x0 x1x3  x1x3  x0 x2 x3 Putrajaya, 62200, Malaysia. (e-mail: D.Wong@hw.ac.uk). The proposed S-box was implemented diredtly in [14] as J. J. Tay is with Swinburne University of Technology Sarawak Campus, Kuching, Sarawak, 93350, Malaysia. (e-mail: jtay@swinburne.edu.my). depicted in Figure 1. The S-boxes were then combined with INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 7, NO. 1, OCTOBER 2018 31 Linear Feedback Shift Registers (LFSRs) for the SBoNG a desired function. Boyar et al. [21] demonstrated how the concept of optimal multiplicative complexity can be leveraged to construct low gate count circuit for the AES GF(24) inversion circuit in [22]. The approach is based on the heuristic which states that a circuit constructed with the minimum number of AND gates results in close to optimal gate count. The actual optimisation process is handled by a two-step algorithm [23] which includes: (a) AND-minimisation step and (b) XOR-minimisation step. The AND-minimisation step is the foundation of the Boyar-Peralta algorithm and is responsible for minimising the number of AND gates in non-linear (contains both XOR and AND gates) portions of the target circuit. Fundamentally, the AND-minimisation step from [23] is a randomised selection algorithm. The algorithm initialises a sample space with all input variables of the target function. This sample space is then expanded through additions and multiplications (XOR and AND operations) on randomly selected pairs of elements from the sample space. The expansion process is repeated until a sum or product that computes the target function is discovered. To ensure optimal multiplicative complexity, any randomly generated sum or product that has an AND gate requirement exceeding the multiplicative complexity is discarded. Once an optimal multiplicative complexity implementation is discovered, the XOR-minimisation step is applied to reduce gate count in linear (contains XOR gates only) portions of the Fig. 1. A direct implementation of the S-box using multiple-input gates. circuit. First, the algorithm identifies the target signals to be implementation as shown in Figure 2. computed and calculates the distance vector (number of XOR required for each signal). In each iteration, the algorithm identifies a pair of available signals whose sum allows a maximum reduction in the magnitude of the distance vector. This process is repeated until the distance vector is reduced to zero. This approach is equivalent to solving a shortest linear path (SLP) problem as implied in [21]. IV. ALGEBRAIC DECOMPOSITION ALGORITHM Fig. 2. SBoNG implementation as proposed [14]. The Boyar-Peralta algorithm has shown great results in optimising digital circuits. The approach is fairly flexible as III. LOW MULTIPLICATIVE DESIGN AND BOYAR-PERALTA shown in [24] where it is tweaked to reject sums/products that ALGORITHM exhibit high circuit depth for a more speed-focused By definition, multiplicative complexity c^ ( f ) is a measure of optimisation. However, it also comes with consistency issues the minimum number of multiplications (AND gates) necessary due to the randomised selection process occurred in the original to compute a function f over the logic basis (AND, XOR, NOT). AND-minimisation step. Most complex functions have multiple It is similar to the notions of circuit complexity introduced in implementations that are optimal in terms of multiplicative [16]. Generally, determining the exact multiplicative complexity. To identify a good solution from many alternatives, complexity of a given function is a difficult problem. Among the a large number of solutions need to be gathered using the important studies on this topic [17], [18], the propositions from algorithm. Even then, the potential for a better solution cannot [19] and [20] allow us to reduce the range down to be denied. d  1  c^ ( f )  n  1 for functions with n  5 input variables. Enhancements to the randomised search algorithm can be done to improve the odds of finding good solutions and for a Remark (Degree). The degree d of a function f is the highest more consistent computational time for the algorithm [25]. order of the individual terms in its XOR sum-of-products However, we propose a deterministic approach to the low (XSOP) expression. For example, a function f  x1x2 x3  x1x4 multiplicative complexity heuristic based on algebraic has a degree of d  3 . decomposition. This new approach keeps the two-step We discuss the notion of multiplicative complexity as it has procedure of the heuristic but replaces the randomised selection significant implications on deriving a low gate count circuit for algorithm in the AND-minimisation step with a deterministic INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 7, NO. 1, OCTOBER 2018 32 tree search algorithm [26]. Sometimes, the two approaches present the same results as in the case of this paper. Given an algebraic expression, decomposition or factorisation is a method to reduce the amount of multiplications in said expression. The same concept can be applied to functions described over the basis (AND, XOR, NOT) in which the AND and XOR operations are GF(2) multiplication and addition respectively. Consider a function f  x1x2  x1x3 which requires two AND gates and one XOR gate to implement at first glance. After decomposition, the function can be implemented with only one AND gate and one XOR gate as shown below: f  x1 ( x2  x3 ) Following the example above, we designed an algorithm to factorise each literal in the expression in order to identify all optimal solutions achievable through decomposition. However, decomposition on single function is not sufficient in solving most practical problems that produce multiple outputs. A multiple-output function can be described with an algebraic expression for each individual output. Optimising each expression individually often does not yield optimal result for the function as a whole. To solve for low multiplicative complexity implementation for multiple-out functions, product sharing between expressions are essential. We first establish the four functions of the S-box in Positive Polarity Reed-Muller (PPRM) form as follows (they compute the same function described in Table I): y0  x0 x1 x2  x0 x1 x3  x0 x2 x3  x1 x 2 x3  x0 x2  x0 x3  x1 x3  x0  x1  x3 y1  x0 x1x3  x0 x2 x3  x1x2 x3  x1x2  x2 x3  x1  x3  1 y2  x0 x1x2  x0 x2 x3  x0 x1  x1x2  x1x3  x2 x3  x0  x2  x3  1 y3  x0 x1x2  x0 x1x3  x0 x1  x0 x3  x2 x3  x0  x3 As an illustrative example, we can construct y0 and y2 in optimal multiplicative complexity as follow, each requiring two AND gates: y0  x0  x1  ( x0  x3 )  ( x3  ( x0  x1 )  ( x1  x2 )) Fig. 3. Flow of the proposed deterministic algorithm for low multiplicative complexity circuit. y2  ( x0  x1  x3 )  ( x0  x2  x0  x2  x3 )  x2  1 above two-step optimisation algorithm. The optimised However, if the products in y0 is shared with y2, we can construct y2 with only one additional AND gate as shown below: non-linear S-box for stochastic RNG is as presented in Figure 4. y2  ( x0  x2  x3  p1 )  ( x0  x1  p1  p2 )  x2  1 The original S-box is illustrated as a circuit of 15 AND gates and 4 OR gates. However, a number of the gates required are Where p1 and p2 designate the products shared with y0: p1  ( x0  x1 )  ( x1  x2 ) multiple-input AND or OR gates. To enable a fairer comparison, we converted the circuit into one with only p2  ( x0  x3 )  ( x3  ( x0  x1 )(x1  x2 )) two-input gates. This resulted in a circuit with 22 AND and 12 As such, the tree search algorithm is designed to form a OR gates. Table II gives a comparison of the number of collective set of product(s) from solved expressions. When t1  x0  x1 t 2  x1  x2 t3  t1  t 2 solving for subsequent expressions that are part of the same t 4  x3  t3 t5  t 4  t 2 t 6  x0  x3 multiple-output function, these free products can be XOR-ed into the expression during different stages of decomposition to t7  t6  t 4 t 8  x0  t 4 t9  t 6  t5 enable solutions with less AND gates in total. t10  t3  t9 y0  t 7  t1 y1  (t8  t10 )' Not all solutions that are optimal in multiplicative complexity t11  t3  y0 t12  t1  t5 t13  x0  t3 exhibit the same circuit size. As such, a final selection step is t14  t12  t11 t15  t12  t10 y2  ( x2  t14 )' required in the algorithm to return the solution with the lowest y3  t15  t13 gate count. The overall flow of the proposed algorithm can be summarized in Figure 3. Fig. 4. A 19-gate implementation of the non-linear S-box. The 4-bit inputs V. RESULTS are X  {x0 , x1, x2 , x3} and the 4-bit outputs are Y  { y0 , y1, y2 , y3} . In this Section, we present the results obtained using the 
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