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      ... Introduction Probabilities Objective Bayesian Epistemology Bayesian Epistemology Jürgen Landes Summer School on Mathematical Philosophy 20.07.2021 2 / 41 Jürgen Landes Bayesian Epistemology ... Introduction Probabilities Objective Bayesian Epistemology General Picture Probabilities are useful in science. Philosophy of science better have something to say about them! Statistics and Quantum Mechanics. Statistical mechanics, bio-statistics, ... Philosophy of statistics and quantum mechanics need to pay extra attention to probabilities. Can nature be non-deterministic? No free will without quantum? 2 / 41 Jürgen Landes Bayesian Epistemology ... Introduction Probabilities Objective Bayesian Epistemology Scientific Inference – General Philosophy of Science Inferences in science are defeasible; scientists reserve the right to change their mind. There used to good perceptual evidence that the earth is flat. That is, indefeasible inferences in science are bad. I will go further: indefeasible inferences are bad – pretty much everywhere. Even in mathematics, “proofs” may contain mistakes and or holes. Do not trust your intuitions blindly. So, there is no way to be absolutely sure about things. 3 / 41 Jürgen Landes Bayesian Epistemology ... Introduction Probabilities Objective Bayesian Epistemology Modelling of Uncertainty There is always some uncertainty between scientific hy- potheses – even when supported by good evidence. The interesting cases are those where there is little or con- tradictory evidence. Philosophers of science are much interested in modelling scientific inference (scientific methodology). We hence employ probabilities to model defeasible inference with uncertainties. 4 / 41 Jürgen Landes Bayesian Epistemology ... Introduction Probabilities Objective Bayesian Epistemology One Central Problem – for Today How strongly do we believe in scientific hypotheses? How much does the available evidence support hypothe- ses? How strongly does the evidence confirm hypotheses? How much do our uncertainties change? Probabilities! 5 / 41 Jürgen Landes Bayesian Epistemology ... Introduction Probabilities 101 Probabilities Conditional Probabilities Objective Bayesian Epistemology Some Applications What you might remember 8 / 41 Jürgen Landes Bayesian Epistemology ... Introduction Probabilities 101 Probabilities Conditional Probabilities Objective Bayesian Epistemology Some Applications What you Should remember! No need to panic. Stay cool. It is just another formal method. 9 / 41 Jürgen Landes Bayesian Epistemology ... Introduction Probabilities 101 Probabilities Conditional Probabilities Objective Bayesian Epistemology Some Applications Just R E L A X 10 / 41 Jürgen Landes Bayesian Epistemology ... Introduction Probabilities 101 Probabilities Conditional Probabilities Objective Bayesian Epistemology Some Applications Formally Finitely many possible worlds: ω1 , ω2 , . . . , ωn . These possible worlds are mutually inconsistent, ““ω2 &ω5 cannot be true””. These possible worlds are jointly exhaustive, the actual world is in {ω1 , . . . , ωn } =: Ω. Give number, probability, to all possible worlds, P(ω). Such that 0 ≤ P(ω) ≤ 1 for all possible worlds and P(ω1 ) + P(ω2 ) + . . . + P(ωn ) = 1 . You have already defined a probability function! Congratulations! 11 / 41 Jürgen Landes Bayesian Epistemology ... Introduction Probabilities 101 Probabilities Conditional Probabilities Objective Bayesian Epistemology Some Applications Propositions 1 Given a probability function P, what is the probability of a proposition F ? 2 Work out the set of worlds in which F is true, e.g., {ω2 , ω5 , ω6 }. 3 Identify F with this set. 4 Probability of F is equal to the probability of P({ω2 , ω5 , ω6 }): P(F ) = P(ω2 ) + P(ω5 ) + P(ω6 ) . 5 In general, the probability of F is equal to the sum of probabilities of possible worlds in which F is true. 12 / 41 Jürgen Landes Bayesian Epistemology ... Introduction Probabilities 101 Probabilities Conditional Probabilities Objective Bayesian Epistemology Some Applications Imagine Probability functions smear one bucket of paint over states. Amount of paint equals probability. Probability of a proposition is simply the joint amount of paint smeared over possible worlds in which the proposi- tion holds. That is it. 13 / 41 Jürgen Landes Bayesian Epistemology ... Introduction Probabilities 101 Probabilities Conditional Probabilities Objective Bayesian Epistemology Some Applications Just R E L A X 14 / 41 Jürgen Landes Bayesian Epistemology ... Introduction Probabilities 101 Probabilities Conditional Probabilities Objective Bayesian Epistemology Some Applications Returning to Confirmation Remember! How much do uncertainties change? We need – at least – a change between epistemic states. Epistemic state are represented by .... probabilities (no prices for guessing this one!). So, we need two – possibly different – probabilities. What may cause a change of probabilities? Where from? How? Why? Tell me! 16 / 41 Jürgen Landes Bayesian Epistemology ... Introduction Probabilities 101 Probabilities Conditional Probabilities Objective Bayesian Epistemology Some Applications Probability Update Evidence changes our epistemic states. Prior to receiving evidence we are said to be in a prior state. After receiving evidence we are said to be in a posterior state. Prior state represented by probability function P. Posterior state represented by probability function Q. Game on! Simply compare (properties of) P and Q. 17 / 41 Jürgen Landes Bayesian Epistemology ... Introduction Probabilities 101 Probabilities Conditional Probabilities Objective Bayesian Epistemology Some Applications Conditionalisation – 1 How should probabilities change from P to Q after learning that F is true? For starters, no probabilities outside F . Hence, Q(F ) = 0 and Q(F ) = 1. 18 / 41 Jürgen Landes Bayesian Epistemology ... Introduction Probabilities 101 Probabilities Conditional Probabilities Objective Bayesian Epistemology Some Applications Conditionalisation – 2 No information about the F -worlds, so the probabilities of F -worlds should internally be consistent. For ω ∈ F (ω is a world in which F is true), the conditional probability of ω given F is P(ω) Q(ω) = P(ω|F ) := ≥ P(ω) . P(F ) For general propositions F , G it holds that P(G&F ) Q(G) = P(G|F ) = . P(F ) This works, if and only if P(F ) > 0. Why? 19 / 41 Jürgen Landes Bayesian Epistemology ... Introduction Probabilities 101 Probabilities Conditional Probabilities Objective Bayesian Epistemology Some Applications Imagine Probability functions smear one bucket of paint over states. Conditionalisation just ignores all paint smeared over the worlds in which F is false. The remaining paint is considered to be a new (smaller) bucket of paint. 20 / 41 Jürgen Landes Bayesian Epistemology ... Introduction Probabilities 101 Probabilities Conditional Probabilities Objective Bayesian Epistemology Some Applications Bayesian Epistemology 1 Epistemic states can be represented by probabilities. 2 Updates with (certain evidence) are governed by condition- alisation. “We need to paint and ignore paint.” That’s it! All you need is practise. 21 / 41 Jürgen Landes Bayesian Epistemology ... Introduction Probabilities 101 Probabilities Conditional Probabilities Objective Bayesian Epistemology Some Applications Confirmation Theory Compare P(G) and P(G|F ) to determine confirmation. How can confirmation be measured? P(G|F ) − P(G), P(G|F ) P(F ) , .... Axiomatisations of confirmation measures. Which evidence is (strongly) confirmatory and why? 23 / 41 Jürgen Landes Bayesian Epistemology ... Introduction Probabilities 101 Probabilities Conditional Probabilities Objective Bayesian Epistemology Some Applications Confirmation Theory - Take 2 Is there non-empirical confirmation? Confirmation by analogy? No Alternative Arguments. Confirmation from (highly) idealised models? .... 24 / 41 Jürgen Landes Bayesian Epistemology ... Introduction Probabilities 101 Probabilities Conditional Probabilities Objective Bayesian Epistemology Some Applications Epistemic Utility Theory We can (attempt to) measure the quality of probability func- tions. Use decision theory (utility functions) here. What determines the quality of probability functions? Accuracy! Anything else? Good decisions, maybe. 25 / 41 Jürgen Landes Bayesian Epistemology ... Introduction Probabilities Objective Bayesian Epistemology Choice We haven’t, yet, asked: “Where are probabilities coming from?” We went with: they represent an agent’s epistemic state. What exactly does a rational agent’s epistemic state look like? Most Bayesians think that rational agents have significant freedom when it comes to choosing probabilities to repre- sent their epistemic state. Objective Bayesians think that there’s an objective relationship between evidence and rational probabilities. (Carnap on induction) 27 / 41 Jürgen Landes Bayesian Epistemology ... Introduction Probabilities Objective Bayesian Epistemology Chances There’s debate between objective Bayesians and the sub- jective Bayesians. One contentious point is how to incorporate chances. Chances are probabilities of the actual non-deterministic world (model). Bayesian probabilities reflect epistemic uncertainties repre- senting an agent’s state of mind. These notions of probability are Different. 28 / 41 Jürgen Landes Bayesian Epistemology ... Introduction Probabilities Objective Bayesian Epistemology Bridge Principles There’s agreement that information about chances guides rational probabilities (Bridge Principle). ““Knowing”” that the chance of F is 20%, P ∗ (F ) = 20%, what is the rational probability of F ? 20% — for once, people agree. 29 / 41 Jürgen Landes Bayesian Epistemology ... Introduction Probabilities Objective Bayesian Epistemology Bridge Principles in Action ““Knowing”” only that the chance of an atomic F is between 20% and 50%, 20% ≤ P ∗ (F ) ≤ 50%, what is the rational probability of F ? Subjective Bayesians: 20% ≤ P(F ) ≤ 50% – you decide. Objective Bayesians: P(F ) = 50% – is uniquely rational. 30 / 41 Jürgen Landes Bayesian Epistemology ... Introduction Probabilities Objective Bayesian Epistemology Maximum Entropy Principle Given a (non-empty and convex) set of probability func- tions consistent with the available evidence, E, objective Bayesians adopt the probability function in E which max- imises X − P(ω) · log(P(ω)) . ω∈Ω There are many good reasons for this – NTP. Objective due to formalisation and machine implementable. Only choice here is the choice of E – maybe. 31 / 41 Jürgen Landes Bayesian Epistemology ... Introduction Probabilities Objective Bayesian Epistemology Some Common Objections The Bayesians announce a single probability as rational – in the absence of knowledge! That’s creating certainty based on no information. “Wrong”, I say. Bayesians model their uncertainty by a single number. Bayesians don’t take ignorance into account. 20% ≤ P ∗ (F ) ≤ 50% should be represented by P(F ) = [0.2, 0.5]. Framework of imprecise probabilities. Does not allow maximisation of expected utilities for decision making. 32 / 41 Jürgen Landes Bayesian Epistemology ... Introduction Probabilities Objective Bayesian Epistemology Discuss! 33 / 41 Jürgen Landes Bayesian Epistemology ... Introduction Probabilities Objective Bayesian Epistemology More Reading I Luc Bovens and Stephan Hartmann. Bayesian Epistemology. Oxford University Press, Oxford, 2003. Vincenzo Crupi, Jonathan Nelson, Björn Meder, Gustavo Cevolani, and Katya Tentori. Generalized information theory meets human cognition: Introducing a unified framework to model uncertainty and information search. Cognitive Science, 42:1410–1456, 2018. Imre Csiszár. Axiomatic Characterizations of Information Measures. Entropy, 10(3):261–273, 2008. 34 / 41 Jürgen Landes Bayesian Epistemology ... Introduction Probabilities Objective Bayesian Epistemology More Reading II Kenny Easwaran. Bayesianism, 2015. Peter D. Grünwald and A. Philip Dawid. Game theory, maximum entropy, minimum discrepancy and robust Bayesian decision theory. Annals of Statistics, 32(4):1367–1433, 2004. Jeffrey Helzner and Vincent F. Hendricks. Formal epistemology, 2019. Jürgen Landes. Probabilism, Entropies and Strictly Proper Scoring Rules. International Journal of Approximate Reasoning, 63:1–21, 2015. 35 / 41 Jürgen Landes Bayesian Epistemology ... Introduction Probabilities Objective Bayesian Epistemology More Reading III Jürgen Landes and George Masterton. Invariant Equivocation. Erkenntnis, 82:141–167, 2017. Jürgen Landes, Christian Wallmann, and Jon Williamson. The Principal Principle, admissibility, and normal informal standards of what is reasonable. European Journal for Philosophy of Science, 11, 2021. Jürgen Landes and Jon Williamson. Objective Bayesianism and the maximum entropy principle. Entropy, 15(9):3528–3591, 2013. 36 / 41 Jürgen Landes Bayesian Epistemology ... Introduction Probabilities Objective Bayesian Epistemology More Reading IV Jürgen Landes and Jon Williamson. Justifying objective Bayesianism on predicate languages. Entropy, 17(4):2459–2543, 2015. Randall G McCutcheon. In favor of logarithmic scoring. Philosophy of Science, 86(2):286–303, 2019. Jeff B. Paris. Common Sense and Maximum Entropy. Synthese, 117:75–93, 1998. 37 / 41 Jürgen Landes Bayesian Epistemology ... Introduction Probabilities Objective Bayesian Epistemology More Reading V Jeff B. Paris and Alena Vencovská. On the applicability of maximum entropy to inexact reasoning. International Journal of Approximate Reasoning, 3(1):1–34, 1989. Jeff B. Paris and Alena Vencovská. A note on the inevitability of maximum entropy. International Journal of Approximate Reasoning, 4(3):183–223, 1990. Richard Pettigrew and Jonathan Weisberg. The Open Handbook of Formal Epistemology. PhilPapers Foundation, 2019. 38 / 41 Jürgen Landes Bayesian Epistemology ... Introduction Probabilities Objective Bayesian Epistemology More Reading VI Leonard Jimmie Savage. The Foundations of Statistics. Dover Publications, New York, 2nd edition, 1972. Jan Sprenger and Stephan Hartmann. Bayesian Philosophy of Science. Oxford University Press, Oxford, 2019. William Talbott. Bayesian epistemology. In Edward N. Zalta, editor, Stanford Encyclopedia of Philosophy. Summer 2011 edition, 2011. 39 / 41 Jürgen Landes Bayesian Epistemology ... Introduction Probabilities Objective Bayesian Epistemology More Reading VII Jonathan Weisberg. Formal Epistemology. In Edward N. Zalta, editor, Stanford Encyclopedia of Philosophy. Summer 2015 edition, 2015. Jonathan Weisberg. You’ve Come a Long Way, Bayesians. Journal of Philosophical Logic, 44(6):817–834, 2015. Gregory Wheeler. Objective Bayesian Calibration and the Problem of Non-convex Evidence. British Journal for the Philosophy of Science, 63(4):841–850, 2012. 40 / 41 Jürgen Landes Bayesian Epistemology ... Introduction Probabilities Objective Bayesian Epistemology More Reading VIII Jon Williamson. In Defence of Objective Bayesianism. Oxford University Press, Oxford, 2010. 41 / 41 Jürgen Landes Bayesian Epistemology 
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