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       i Preface Welcome to the Volume 8 Number 1 of the International Journal of Design, Analysis and Tools for Integrated Circuits and Systems (IJDATICS). This volume is comprised of research papers from the International Conference on Recent Advancements in Computing in AI, Internet of Things (IoT) and Computer Engineering Technology (CICET), October 21-23, 2019, Taipei, Taiwan. CICET 2019 is hosted by The Tamkang University amid pleasant surroundings in Taipei, which is a delightful city for the conference and traveling around; and co-hosted CICET 2019 serves a communication platform for researchers and practitioners both from academia and industry in the areas of Computing in AI, IoT, Integrated Circuits and Systems and Computer Engineering Technology. The main target of CICET 2019 is to bring together software/hardware engineering researchers, computer scientists, practitioners and people from industry and business to exchange theories, ideas, techniques and experiences related to all aspects of CICET. Recent progress in Deep Learning has unleashed some of the promises of Artificial Intelligence (AI), moving it from the realm of toy applications to a powerful tool that can be leveraged across a wide number of industries. In recognition of this, CICET 2019 has selected Artificial Intelligence and Machine Learning as this year’s central theme. The Program Committee of CICET 2019 consists of more than 150 experts in the related fields of CICET both from academia and industry. CICET 2019 is organized by The Tamkang University, Taipei, Taiwan and co-organized by AI University Research Centre (AI-URC), Xi’an Jiaotong-Liverpool University, China and Research Institute of Big Data Analytics, Xi’an Jiaotong-Liverpool University, China as well as supporting by:  Swinburne University of Technology Sarawak Campus, Malaysia  Baltic Institute of Advanced Technology, Lithuania  Taiwanese Association for Artificial Intelligence, Taiwan  Trcuteco, Belgium  International Journal of Design, Analysis and Tools for Integrated Circuits and Systems  International DATICS Research Group Conference Website: http://datics.org/cicet2019 ii The CICET 2019 Technical Program includes 2 keynotes and 21 oral presentations. We are beholden to all of the authors and speakers for their contributions to CICET 2019. On behalf of the program committee, we would like to welcome the delegates and their guests to CICET 2019. We hope that the delegates and guests will enjoy the conference. Professor Ka Lok Man, Xi’an Jiaotong-Liverpool University, China and Swinburne University of Technology Sarawak, Malaysia Dr. Woonkian Chong, SP Jain School of Global Management, Singapore Chairs of CICET 2019 iii CICET 2019 Organization Honorary Chairs  Jian-Nong Cao, Hong Kong Polytechnic University, Hong Kong  Han-Chieh Chao, National Dong Hwa University, Taiwan Keynote Speakers  Steven Guan, Research Institute of Big Data Analytics and Xi’an Jiaotong-Liverpool University, China  Danny Hughes, KU Leuven, Belgium Advisory Board  Hui-Huang Hsu, Tamkang University, Taiwan  Paolo Prinetto, Politecnico di Torino, Italy  Massimo Poncino, Politecnico di Torino, Italy  Joongho Choi, University of Seoul, South Korea  Michel Schellekens, University College Cork, Ireland  M L Dennis Wong, Heriot-Watt University, Scotland  Vladimir Hahanov, Kharkov National University of Radio Electronics, Ukraine  Chun-Cheng Lin, National Chiao Tung University, Taiwan General Chairs  Ka Lok Man, Xi’an Jiaotong-Liverpool University, China and Swinburne University of Technology Sarawak, Malaysia  Woonkian Chong, Xi’an Jiaotong-Liverpool University, China Local Chair  Chien-Chang Chen, Tamkang University, Taiwan Industrial Liaison Chair  Gangming Li, Xi’an Jiaotong-Liverpool University, China Publicity Chairs  Vincent Ng, The Hong Kong Polytechnic University, Hong Kong  Neil Y.(Yuwen) Yen, The University of AIZU, Japan  Patrick HangHui Then, Swinburne University of Technology Sarawak, Malaysia iv Program/Workshop Chairs  Tomas Krilavičius, Baltic Institute of Advanced Technologies and Vytautas Magnus University, Lithuania  Seungmin Rho, Sejong University, South Korea  Sheung-Hung Poon, University of Nottingham Ningbo China  Yujia Zhai, Xi’an Jiaotong-Liverpool University, China Program Committee  Alberto Macii, Politecnico di Torino, Italy  Wei Li, Fudan University, China  Emanuel Popovici, University College Cork, Ireland  Jong-Kug Seon, System LSI Lab., LS Industrial Systems R&D Center, South Korea  Umberto Rossi, STMicroelectronics, Italy  Franco Fummi, University of Verona, Italy  Graziano Pravadelli, University of Verona, Italy  Yui Fai Lam, Hong Kong University of Science and Technology, Hong Kong  Jinfeng Huang, Philips &LiteOn Digital Solutions Netherlands, The Netherlands  Jun-Dong Cho, Sung Kyun Kwan University, South Korea  Gregory Provan, University College Cork, Ireland  Miroslav N. Velev, Aries Design Automation, USA  M. Nasir Uddin, Lakehead University, Canada  Dragan Bosnacki, Eindhoven University of Technology, The Netherlands  Milan Pastrnak, Siemens IT Solutions and Services, Slovakia  John Herbert, University College Cork, Ireland  Zhe-Ming Lu, Sun Yat-Sen University, China  Jeng-Shyang Pan, National Kaohsiung University of Applied Sciences, Taiwan  Chin-Chen Chang, Feng Chia University, Taiwan  Mong-Fong Horng, Shu-Te University, Taiwan  Liang Chen, University of Northern British Columbia, Canada  Chee-Peng Lim, University of Science Malaysia, Malaysia  Salah Merniz, Mentouri University, Constantine, Algeria  Oscar Valero, University of Balearic Islands, Spain  Yang Yi, Sun Yat-Sen University, China  Damien Woods, University of Seville, Spain  Franck Vedrine, CEA LIST, France  Bruno Monsuez, ENSTA, France  Kang Yen, Florida International University, USA  Takenobu Matsuura, Tokai University, Japan  R. Timothy Edwards, MultiGiG, Inc., USA  Olga Tveretina, Karlsruhe University, Germany  Maria Helena Fino, Universidade Nova De Lisboa, Portugal  Adrian Patrick ORiordan, University College Cork, Ireland  Grzegorz Labiak, University of Zielona Gora, Poland  Jian Chang, Texas Instruments, Inc, USA  Yeh-Ching Chung, National Tsing-Hua University, Taiwan  Anna Derezinska, Warsaw University of Technology, Poland v  Kyoung-Rok Cho, Chungbuk National University, South Korea  Yuanyuan Zeng, Wuhan university, China  D.P. Vasudevan, University College Cork, Ireland  Arkadiusz Bukowiec, University of Zielona Gora, Poland  Maziar Goudarzi, Sharif University of Technology, Iran  Jin Song Dong, National University of Singapore, Singapore  Dhamin Al-Khalili, Royal Military College of Canada, Canada  Zainalabedin Navabi, University of Tehran, Iran  Lyudmila Zinchenko, Bauman Moscow State Technical University, Russia  Muhammad Almas Anjum, National University of Sciences and Technology (NUST), Pakistan  Deepak Laxmi Narasimha, University of Malaya, Malaysia  Danny Hughes, Katholieke Universiteit Leuven, Belgium  Jun Wang, Fujitsu Laboratories of America, Inc., USA  A.P. Sathish Kumar, PSG Institute of Advanced Studies, India  N. Jaisankar, VIT University. India  Atif Mansoor, National University of Sciences and Technology (NUST), Pakistan  Steven Hollands, Synopsys, Ireland  Siamak Mohammadi, University of Tehran, Iran  Felipe Klein, State University of Campinas (UNICAMP), Brazil  Eng Gee Lim, Xi’an Jiaotong-Liverpool University, China  Kevin Lee, Murdoch University, Australia  Prabhat Mahanti, University of New Brunswick, Saint John, Canada  Kaiyu Wan, Xi’an Jiaotong-Liverpool University, China  Tammam Tillo, Xi’an Jiaotong-Liverpool University, China  Yanyan Wu, Xi’an Jiaotong-Liverpool University, China  Wen Chang Huang, Kun Shan University, Taiwan  Masahiro Sasaki, The University of Tokyo, Japan  Shishir K. Shandilya, NRI Institute of Information Science & Technology, India  J.P.M. Voeten, Eindhoven University of Technology, The Netherlands  Wichian Sittiprapaporn, Mahasarakham University, Thailand  Aseem Gupta, Freescale Semiconductor Inc., Austin, TX, USA  Kevin Marquet, Verimag Laboratory, France  Matthieu Moy, Verimag Laboratory, France  RamyIskander, LIP6 Laboratory, France  Chung-Ho Chen, National Cheng-Kung University, Taiwan  Kyung Ki Kim, Daegu University, Korea  Shiho Kim, Chungbuk National University, Korea  Hi Seok Kim, Cheongju University, Korea  Brian Logan, University of Nottingham, UK  AsokeNath, St. Xavier’s College (Autonomous), India  Tharwon Arunuphaptrairong, Chulalongkorn University, Thailand  Shin-Ya Takahasi, Fukuoka University, Japan  Cheng C. Liu, University of Wisconsin at Stout, USA  Farhan Siddiqui, Walden University, Minneapolis, USA  Katsumi Wasaki, Shinshu University, Japan  Pankaj Gupta, Microsoft Corporation, USA  Masoud Daneshtalab, University of Turku, Finland  Boguslaw Cyganek, AGH University of Science and Technology, Poland vi  Yeo Kiat Seng, Nanyang Technological University, Singapore  Tom English, Xlinx, Ireland  Nicolas Vallee, RATP, France  Rajeev Narayanan, Cadence Design Systems, Austin, TX, USA  Xuan Guan, Freescale Semiconductor, Austin, TX, USA  Pradip Kumar Sadhu, Indian School of Mines, India  Fei Qiao, Tsinghua University, China  Chao Lu, Purdue University, USA  Ding-Yuan Cheng, National Chiao Tung University, Taiwan  Pradeep Sharma, IEC College of Engineering & Technology, Greater Noida, GB Nagar UP, India  Ausra Vidugiriene, Vytautas Magnus University, Lithuania  Lixin Cheng, Suzhou Institute of Nano-Tech and Nano-Bionics (SINANO), Chinese Academy of Sciences, China  Yue Yang, Suzhou Institute of Nano-Tech and Nano-Bionics (SINANO), Chinese Academy of Sciences, China  Yo-Sub Han, Yonsei University, South Korea  Hwann-Tzong Chen, National Tsing Hua University, Taiwan  Michele Mercaldi, EnvEve, Switzerland vii Table of Contents Vol. 8, No. 1, October 2019 Preface ………………………………………………………………………………....... i Table of Contents ……………………………………………………………………….. vii 1. I-Hsuan Peng, Yu-Chun Tai, Pei-Chun Lee, Design and Implementation of a 1 Shared LoRa Network and Its Application 2. Hernan S. Alar, Proceso L. Fernandez, Using Reinforcement Learning to 7 Improve the Energy Consumption of Nodes in an IoT Network 3. Huilin Zheng, Kwang Ho Park, Jong Yun Lee, Keun Ho Ryu, A Majority Voting 13 Ensemble Classifier to Predict Hypertension Based on KNHANES Dataset 4. Shiyun Wu, Junli Li, Ting Wang, Zhonghui Chen, Quality Evaluation System of 19 Online Course based on Review Data 5. Yuanmeng Bi, Ting Wang, Xinyu Liu, Zhuqing Liu, Global Influence Analysis 24 of Wuxi World Internet of Things Exposition 6. Kannika Boonkasem,Tasanawan Soonklang, Thepchai Supnithi, Generating 30 Linear Programming Question 7. S. B. Kim, S. M. Lee, A Comparative Evaluation of Speech-Music Classification 36 Algorithms in the Noise Environment 8. J. Mandravickaitė, T. Krilavičius, Document Classification to Functional Styles 38 (Domains of Use): Lithuanian Case 9. Yujia Zhai, Kejun Qian, Sanghyuk Lee, Predictive Control on Compliantly- 42 Coupling Systems 10. Dongkun Hou, Jieming Ma and Liwei Yin, A Framework of Online Judge 45 Systems for Assessing Programming Skills 11. I. Sadien, K. Papangelis, C. Fleming, H. Liang, Lessons Learned from 47 Developing a Microservice Based Mobile Location-Based Crowdsourcing Platform 12. S.W Lee, S.W Kwon, and J.W Kwon, The Method of Generating License Plate 53 Data in a Fixed Camera Environment by Multiple Histogram Comparison and Grid Search 13. Siyan Deng, Ting Wang, and Xinyu Liu, Film Box Office Prediction Based on 59 Multiple Linear Regression Model 14. Ziqiang Bi, Jieming Ma, Predicting the Global Maximum Power Point of 63 Photovoltaic Systems under Partial Shading Conditions using Gaussian Process Regression 15. Dovilė Kuizinienė, Tomas Krilavičius, Deep Learning for Credit Scoring 66 16. Xinyu Liu, Ting Wang, Jieming Ma, Comparative Sentiment Analysis of Chinese 72 and English Multi-source Web Information of Gene Editing Baby Event viii 17. Zhuqing Liu, Ting Wang, Jieming Ma, Popularity Prediction of WeChat Official 79 Accounts Articles based on Deep Learning 18. Fan Yang, Hao Wong, Danny Hughes, Towards 40 Year Battery Lifetime for the 84 Internet of Things 19. Danny Hughes, Fan Yang, Requirements for Edge Analytics in the Industrial 86 Internet of Things 20. Yu-Ren Lin, Chien-Chang Chen, House Price Prediction in Taipei by Machine 89 Learning Models INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 8, NO. 1, OCTOBER 2019 1 Design and Implementation of a Shared LoRa Network and Its Application I-Hsuan Peng, Yu-Chun Tai, and Pei-Chun Lee  the connection. If they choose NB-IoT or Sigfox to support the Abstract—This research proposed an innovative Internet of connection, they must pay certain telecom charges to the Things (IoT) networking and service architecture based on the telecom carriers in Taiwan, which would be a constant burden in essence of “sharing and reciprocity” - a Shared LoRa Network the expense. In addition, the deployment of the NB-IoT and with the Shared LoRa Gateways as the infrastructure. To prove the feasibility of this idea, this research designed and implemented Sigfox base stations is completely controlled by the telecom not only the Shared LoRa Gateway but also a total solution for carriers, brooking no intervention from the IoT application tracking pets. The total solution consists of the LoRa End Node, providers themselves. On the contrary, LoRa/LoRaWAN offers the Shared LoRa Gateway, the Shared LoRa App, and the a possibility of flexible base station (namely, the LoRa gateway) back-end Shared LoRa Service. This research primarily utilized deployment solely depending on the decision made by the IoT the following technologies to implement the system prototype: application providers, without paying any telecom charges. Long Range (LoRa), Global Positioning System (GPS), Bluetooth Low Energy (BLE), USB On-The-Go (OTG), Arduino UNO Hence, LoRa/LoRaWAN can be the best solution for the IoT microcontroller board, mobile app programming, and RESTful application providers who strongly demand the autonomy of the Application Programming Interface (API) design. The system deployment of the infrastructure. prototype experimental results confirmed that the gateway design However, it remains a challenge to find appropriate spots to and the system design are both feasible, and the prototype deploy the LoRa gateways. Without enough LoRa coverage, the implementation properly worked. IoT applications cannot function properly. Therefore, this paper proposes the idea of Shared LoRa Gateways. Based on the idea, Index Terms—Internet of Things (IoT), LoRa, Service Architecture, Shared. the IoT application provider not only sells the end devices (nodes) and cloud services of an application but also provides the customer with a fixed or portable Shared LoRa Gateway. I. INTRODUCTION Then each customer will have LoRa coverage around his/her own Shared LoRa Gateway. Moreover, along with the growth of I N recent years, accompanied by the development of the Internet of Things (IoT), the Low-Power Wide-Area Networks (LPWAN) technologies have been emerging to yield the sales volume, the Shared LoRa Gateways of the customers naturally form a larger and larger LoRa coverage by sharing one the previously missing puzzle piece of long-range IoT wireless another’s gateway resource on a reciprocity basis. Besides, the communications techniques. In Taiwan, the most competitive portable Shared LoRa Gateway carried by the customer can LPWAN technologies are Long Range (LoRa)/LoRaWAN, further extend his/her personal coverage as well as shared Sigfox, and NarrowBand - Internet of Things (NB-IoT). Among coverage. With this idea, the issue of LoRa infrastructure is the three LPWAN technologies, varied businesses have diverse fundamentally resolved. Fig. 1 illustrates a conceptual system requirements and therefore prefer different technologies to architecture incorporating the proposed Shared LoRa Gateways build their commodities or services, depending on the (both fixed and portable) as the infrastructure as well as the IoT characteristics of the technologies. As for emerging IoT end nodes and the back-end server/cloud services. The fixed application providers, it is crucial how to connect their IoT end gateway can be deployed at each customer’s home or office, devices (nodes) to the cloud and how much it costs to support connected to a set-top box or smartphone as its intermediate device to transport the uplink data, while the portable gateway can be carried everywhere by each customer, connected to the This work was supported in part by the Ministry of Science and Technology of the Republic of China under Grant MOST 106-2622-E-159-006-CC3 and customer’s smartphone as its uplink intermediate device. MOST 107-2622-E-159-004-CC3. I-H. Peng is with the Department of Multimedia and Game Development, Minghsin University of Science and Technology, Xingfeng, Hsinchu, Taiwan (e-mail: ihpeng@must.edu.tw). Y.-C. Tai was with the Department of Computer Science and Information Engineering, Minghsin University of Science and Technology, Xingfeng, Hsinchu, Taiwan (e-mail: yellow8233@gmail.com). P.-C. Lee is with the Department of Information Management, Minghsin University of Science and Technology, Xingfeng, Hsinchu, Taiwan (corresponding author to provide phone: 886-3-5593142x.3436; fax: 886-3-5595142; e-mail: pjlee@must.edu.tw). INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 8, NO. 1, OCTOBER 2019 2 Fig. 2. The LoRaWAN protocol stack [1]. Fig. 1. A conceptual system architecture constructed by the proposed Shared LoRa Gateways as the infrastructure. To verify this idea, we designed and implemented not only the Shared LoRa Gateway but also a total solution for tracking pets. The system prototype of the total solution consists of the LoRa End Node (the tracking end device), the Shared LoRa Gateway, the service mobile app (Shared LoRa App), and the back-end cloud service (Shared LoRa Service). The LoRa End Node is to be worn on the pet, incorporating the ability of localization and LoRa communication. The Shared LoRa Gateway shall be connected to an intermediate device (such as a Fig. 3. The LoRaWAN network architecture [1]. smartphone or a set-top box) to transport its received data from the LoRa End Node toward the Shared LoRa Service. The In a LoRaWAN network, every end node can communicate Shared LoRa App is installed on the intermediate device, with multiple concentrators/gateways. That is, every frame sent operating as the client side and providing multiple functions by a single end node can be accepted by multiple gateways; required by the total solution. The Shared LoRa Service then, each of these gateways will forward the frame it received operates as the server side, coworking with the Shared LoRa to the network server. The network server will then filter any App to support the service operation. The system prototype duplicate frame and forward the remaining one to the back-end experimental results confirmed that both the gateway design and application server. It is noteworthy that to maintain the data the system design are feasible, and the prototype confidentiality and security, all the transmitted data in implementation properly worked. LoRaWAN are encrypted with the Advanced Encryption The rest of this paper is organized as follows. Section II Standard (AES), and all the IP packets transported between the presents some basic knowledge of the LoRa technology. Section gateways and the back-end server are ciphered by the Secure III provides an overview of the proposed system. Section IV Sockets Layer (SSL). elaborates on the system design. Section V describes how we To support the diversity of the application services, implemented the system prototype. Section VI gives concluding LoRa/LoRaWAN end nodes can operate in three different remarks. classes, including Class A, Class B, and Class C, as shown in Fig. 4, depending on the characteristics of the application services. II. PRELIMINARIES LoRa is basically a low-cost, commercial physical layer technique [1][2] which defines a way of wireless modulation to support long-range communication. It is derived from chirp spread spectrum, which is a very efficient modulation technique with the characteristics of low power, long range, and robustness to interference, having long been used in space and military communications. LoRaWAN defines an architecture as well as a protocol stack for wireless wide-area networks (WANs) based on the LoRa technology, aiming at sustaining the battery lifetime of the end Fig. 4. The LoRa end node operation classes [1]. nodes/devices, increasing the network capacity, improving the quality of services and security, and supporting the diversity of A Class A end node supports bi-directional communications the application services. Fig. 2 depicts the LoRaWAN protocol with each uplink transmission followed by two downlink stack, and Fig. 3 shows the LoRaWAN network architecture. receive windows. The end node can schedule its transmission slot according to its requirement using an ALOHA-type protocol. Class A end nodes do not accept any downlink INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 8, NO. 1, OCTOBER 2019 3 transmission at any other time; therefore, if the server has any via Alice’s smartphone toward the Shared LoRa Service, as downlink data, it must wait until the next scheduled uplink shown in Fig. 6. Meanwhile, if any other Shared LoRa Gateway transmission. This kind of operation is the most energy-efficient receives the LoRa signals from Happy’s LoRa End Node, it will one but has the longest downlink communication latency. Hence also forward the data to the Shared LoRa Service and all the it is the most appropriate class for battery-powered sensor duplicated information will be filtered by the Service. devices. A Class B end node supports bi-directional communications with extra scheduled receive slots whereas also compatible with Class A operation. Because Class B end nodes must open extra receive slots at scheduled times, each Class B end node must receive a time-synchronized beacon from the gateway so that the server side knows when the end node is in the receiving mode. This kind of operation is appropriate for battery-powered actuator devices. A Class C end node supports bi-directional communications with continuously open receive windows except when the end node is transmitting data. Class C end nodes must also be compatible with Class A operation. It is obvious that this kind of operation has little latency for Fig. 6. The illustration of how the system operates – when the pet is still around downlink data and is the most energy-consuming one; therefore, the breeder. Class C is only suitable for main-powered actuator devices. Note that all the LoRa end nodes must support at least Class A Afterwards, if Happy is running out of the coverage area of operation. We adopted the Class A LoRa end device to be the Alice’s Gateway (see Fig. 7), as long as Happy is still within the LoRa End Node incorporated in the proposed system. coverage area of one or more other Shared LoRa Gateways, the Gateway(s) can also receive and forward Happy’s LoRa End Node’s identifier and location information toward the Shared III. SYSTEM OVERVIEW LoRa Service. All the while, Alice can search for Happy’s This research used the LoRa technology to design and location via the Shared LoRa App installed on her smartphone implement the proposed Shared LoRa Gateway as well as the which communicates with the Shared LoRa Service. With the LoRa End Node. Every LoRa End Node can transmit its uplink essence of “sharing and reciprocity,” all the breeders share their data to each of the proposed Gateways as long as the End Node Gateways to help one another keep track of their beloved pets. dwells within the coverage area of these Gateways. Then each of these Gateways will forward the uplink data to the intermediate device (such as a smartphone or a set-top box) via Bluetooth Low Energy (BLE) or USB connection. Later, the intermediate device shall forward the uplink data toward the Shared LoRa Service via 4G/Wi-Fi or wired networks through the Internet, as shown in Fig. 5. Fig. 7. The illustration of how the system operates – when the pet is missing. IV. SYSTEM DESIGN In this section, we will elaborate on the overall system design Fig. 5. A more specific illustration of the system architecture constructed by as follows. The proposed system consists of four main parts: the the Shared LoRa Gateways. LoRa End Node, the Shared LoRa Gateway, the Shared LoRa App, and the Shared LoRa Service, as shown in Fig. 8. Now consider the following scenario: A breeder named Alice is walking her puppy called Happy. When Happy (wearing the LoRa End Node) is still within the coverage area of Alice’s portable Shared LoRa Gateway, the LoRa signals broadcast by Happy’s LoRa End Node can still be received by Alice’s Gateway and the encapsulated identifier and location information of Happy’s LoRa End Node can still be transported INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 8, NO. 1, OCTOBER 2019 4 location information inquiry requests, and so on. V. SYSTEM PROTOTYPE IMPLEMENTATION This section will describe the system prototype implementation, including the techniques and tools that we utilized to implement each main part of the proposed system. The prototype implementation architecture followed the design as shown in Fig. 8. A. The LoRa End Node The main functionality of the LoRa End Node is to Fig. 8. The system architecture. periodically transmit its preassigned identifier and the location information (the longitude and latitude extracted by the GPS The LoRa End Node, worn on the pet, mainly comprises a module) to the Shared LoRa Gateway(s) via the LoRa module. microcontroller board, a GPS module, and a LoRa module, The LoRa End Node prototype was mainly implemented using incorporating the ability of GPS positioning and LoRa an Arduino UNO board [3] plugged with a Ublox NEO-6M communication with the Shared LoRa Gateways. The LoRa End GPS module [4], [5] and an E32-T100S2 LoRa module [6], as Node shall periodically broadcast its identifier and location shown in Fig. 9. information via LoRa signals. Although this research used a GPS module to obtain the location information, we can exploit other types of positioning technologies, such as LoRa geolocation, to replace GPS positioning in the future. The Shared LoRa Gateway can be designed in two ways: USB-based or BLE-based. The USB-based Shared LoRa Gateway primarily incorporates a microcontroller board plugged with USB On-The-Go (OTG) and a LoRa module, able to connect to the intermediate device (such as a set-top box or an Fig. 9. The LoRa End Node prototype. Android smartphone) via USB connection and responsible for accepting the data from the LoRa End Node and transport it to the intermediate device. This type of Shared LoRa Gateway is B. The Shared LoRa Gateway appropriate for fixed usage. The BLE-based Shared LoRa The main functionality of the Shared LoRa Gateway is to Gateway is chiefly composed by a microcontroller board, a accept the data transmitted by the LoRa End Node(s) residing LoRa module, and a BLE module, responsible for accepting the within its coverage area and transport the received data to the data from the LoRa End Node and transport it to the intermediate device via BLE or USB connection. According to intermediate device (basically a smartphone) via BLE the design guideline mentioned in Section IV, we implemented connection. This type of Shared LoRa Gateway can be two types of Shared LoRa Gateway: USB-based and convenient to carry everywhere by the user and is suitable for BLE-based, as shown in Fig. 10. portable usage. The intermediate device shall forward the data it receives from the Shared LoRa Gateway toward the Shared LoRa Service via 4G/Wi-Fi or wired networks through the Internet. The Shared LoRa App installed on the intermediate device works as the client side, cooperating with the Shared LoRa Fig. 10. Illustration of the two types of the Shared LoRa Gateway. Service (the server side) to support the whole tracking service. One of its main functions is to accept the data from the Shared The USB-based Shared LoRa Gateway was primarily LoRa Gateway and transport the received data toward the implemented using an Arduino UNO board plugged with an Shared LoRa Service. The App also offers interfaces for the E32-T100S2 LoRa module and a USB OTG. On the other hand, user to register an account to activate the service, review the the BLE-based Shared LoRa Gateway was chiefly implemented account information, add LoRa End Node(s) to track, acquire using an Arduino UNO board plugged with an E32-T100S2 the location information of the LoRa End Node(s), etc. LoRa module and a JDY-18 Bluetooth 4.2 module [7] as shown Standing as the server side of the whole tracking service, the in Fig. 11. Based on the essence of “sharing and reciprocity,” Shared LoRa Service filters and records all the location the Shared LoRa Gateway does not distinguish whether the data information of the LoRa End Nodes uploaded by the App. It it receives comes from a LoRa End Node belonging to its owner also processes the user registration requests, account or not. It simply accepts and processes all the LoRa frames from information review requests, LoRa End Node addition requests, INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 8, NO. 1, OCTOBER 2019 5 the LoRa End Nodes dwelling within its coverage area. The responsibility of filtering duplicate data falls upon the back-end After the success of the registration process, the user can start Shared LoRa Service. to use the service. The user needs to make sure that the Shared LoRa Gateway has already been connected to the intermediate device, either via BLE or via USB connection. Later, each time the Shared LoRa Gateway receives data from a LoRa End Node, the Gateway will transfer the data to the intermediate device. Then the Shared LoRa App on the intermediate device will upload the data to the Shared LoRa Service via 4G/Wi-Fi or wired networks through the Internet. The Shared LoRa Service has the capability to distinguish which user account the LoRa End Node (that sends the data) belongs to and record the data Fig. 11. The BLE-based Shared LoRa Gateway prototype. under the corresponding account. Note that because there might be more than one Shared LoRa Gateways receiving the same C. The Shared LoRa App and the Shared LoRa Service data and forwarding the same data to the Shared LoRa Service, Fig. 12 shows the process of the service activation and system the Service must first filter the duplicate data - any data having operation for the BLE-based and USB-based Shared LoRa the same LoRa End Node identifier and the same frame Gateways respectively. Before the process, the user has to sequence number - and record only one of them. install the Shared LoRa App on the intermediate device Fig. 13 shows several main interfaces of the Shared LoRa (smartphone or set-top box) first. If the user is using a App. Fig. 13(a) presents the user registration interface. When BLE-based Shared LoRa Gateway, the BLE functionality of pressing the “+” button at the right side of “ADD GATEWAY,” both the Gateway and the intermediate device must be turned on the App behaves depending on whether the Shared LoRa for connection. If the user is using a USB-based Shared LoRa Gateway is BLE-based or USB-based (see Fig. 12). If the Gateway, the USB OTG cable must be connected. Then the user Gateway is BLE-based, then the App will start BLE scanning registration and service activation process can be started. After and list all discovered Gateway(s) for the user to select. If the account and personal information input, the user must bind one Gateway is USB-based, then the App will list all connected or more Shared LoRa Gateways with his/her registration Gateway(s) for the user to select. The user must choose one or account. And then the user can start to bind one or more LoRa more of the listed Gateways to bind with his/her account. Also, End Nodes with the account and finish the registration process. the user can add the LoRa End Node(s) to be tracked by Note that the “Gateway-Binding” implementation is settled for pressing the “+” button at the right side of “ADD LoRa END the sake of expanding the LoRa coverage area as quickly as NODE” and inputting the identifier(s) of the LoRa End Node(s) possible at the initial stage and increasing the initial market he/she wants to track. After the user successfully finishes the share as well. In the future, the process can be modified to allow whole registration process, the home page of the App will list all users to register and activate the service even if they do not bind the bound or added Shared LoRa Gateway(s) and LoRa End any Shared LoRa Gateway with their accounts. Yet to these Node(s) in different tabs, as shown in Fig. 13(b) and Fig. 13(c). users, the IoT application providers can apply different business If the user wants to view the location information of a LoRa End models, e.g., these users must pay for their retrieval of their Node, he/she can click on that specific device listed on the LoRa End Nodes’ information. interface in Fig. 13(c) and the App will list all the location information of that LoRa End Node with time logs, downloaded from the Shared LoRa Service, as shown in Fig. 13(d). As a final remark, the communication between the Shared LoRa App and the Shared LoRa Service exploits the RESTful Application Programming Interface (API) design using HTTP Request/Response mechanism with the POST method and JavaScript Object Notation (JSON) data format. Fig. 12. The process of the service activation and system operation. INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 8, NO. 1, OCTOBER 2019 6 other scenarios, such as for tracking the elderly who have Dementia and preventing them from getting lost. In addition, besides positioning module, with physiological information sensors installed on the LoRa End Node, the system can provide even more long-term care services for aging and aged societies. In the future, the GPS localization can be replaced with the LoRa geolocation [8] to further extend the battery life of the LoRa End Node, offering an even more reassuring tracking and monitoring service. REFERENCES [1] A technical overview of LoRa® and LoRaWANTM, LoRa Alliance Technical Marketing Workgroup 1.0, November 2015. [2] LoRaWANTM 1.1 specification, LoRa Alliance Technical Committee, October 11, 2017. [3] “ Arduino UNO,” Wikipedia, 21-Feb-2018. [Online]. Available: https://en.wikipedia.org/wiki/Arduino_UNO. [Accessed: 28-Mar-2019]. [4] “ Ublox NEO-6M GPS Module,” Wiki. [Online]. Available: http://wiki.sunfounder.cc/index.php?title=Ublox_NEO-6M_GPS_Modu le. [Accessed: 28-Mar-2019]. [5] “ UART GPS NEO-6M,” Waveshare Wiki. [Online]. Available: https://www.waveshare.com/wiki/UART_GPS_NEO-6M. [Accessed: 28-Mar-2019]. [6] “433MHz SX1278 SX1276 LoRa E32-T100S2 100mW 433M SMD rx tx rf Transceiver Module,” eBay. [Online]. Available: https://www.ebay.com/itm/433MHz-SX1278-SX1276-LoRa-E32-T100 S2-100mW-433M-SMD-rx-tx-rf-Transceiver-Module-/192506218800. [Accessed: 17-Apr-2019]. Fig. 13. The main interfaces of the Shared LoRa App. [7] “ JDY-18 Bluetooth module user manual users manual Shenzhen Innovation technology Co., Ltd.,” FCC ID. [Online]. Available: https://fccid.io/2AQ5YJDY-18/User-Manual/User-manual-4032434. [Accessed: 17-Apr-2019]. VI. CONCLUDING REMARKS [8] LoRa Alliance™ Strategy Committee, “LoRaWAN™ geolocation whitepaper,” LoRa Alliance™, 2018. [Online]. Available: This research proposed an innovative IoT networking and https://lora-alliance.org/sites/default/files/2018-04/geolocation_whitepa service architecture based on the essence of “sharing and per.pdf. [Accessed: 2-May-2019]. reciprocity” for emerging IoT application providers - a Shared LoRa Network constructed by Shared LoRa Gateways as the infrastructure, which resolves the issue of IoT infrastructure deployment. To prove the feasibility of this idea, this research designed and implemented not only the Shared LoRa Gateway but also a total solution for tracking pets, consisting of the Shared LoRa Gateway, the LoRa End Node (a localization-enabled LoRa end device to wear on a pet), the Shared LoRa App (installed on the intermediate device) which assists the Shared LoRa Gateway to transport uplink data and provides multiple functions such as displaying the location information of a pet for customers, and the Shared LoRa Service as the back-end cloud service. As for the main implementation technologies, the LoRa technology was utilized to transmit the LoRa End Node’s location information. The BLE and USB OTG technologies supported the connection between the Shared LoRa Gateway and the intermediate device. Both the LoRa End Node and the Shared LoRa Gateway were built based on the Arduino UNO microcontroller board. The communication between the Shared LoRa App and the Share LoRa Service followed the RESTful API design. The system prototype experimental results verified that the gateway design and the system design are both feasible, and the prototype implementation properly functioned. The proposed total solution for tracking pets can also apply to INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 8, NO. 1, OCTOBER 2019 7 Using Reinforcement Learning to Improve the Energy Consumption of Nodes in an IoT Network Hernan S. Alar, Proceso L. Fernandez, Ateneo de Manila University  Home Automation, Industrial Control and Manufacturing, Abstract—Internet of Things (IoT) has revolutionized the Smart Health and Transportation and Mobility. automation of a network of devices utilizing the functions of the individual nodes of sensors and devices connected to the network. II. RELATED LITERATURE Without other external factors to consider, the number of nodes of devices in the network is directly proportional to the energy requirement and consumption. This research presents the Despite the benefits brought by the IoT on different development of an abstract model to predict and reduce energy perspectives of its applications, there are still issues and consumption in an IoT ecosystem, based on a reinforcement components that can be improved. A previous paper (Sarhan, learning approach. To measure the potential improvement, two 2018) states that one of the prominent challenges in IoT is the devices were deployed in an IoT ecosystem - one was set up with the default configuration, and the second one with a designed privacy and security of data being shared across all devices and heuristic and an integrated reinforcement learning model. Using people in the network. In an attempt to solve this, one of the the second setup, the average daily consumption was reduced by existing research (Fan, Chen & Duan 2018) presented an 19.92W, from 2,841.35W to 2,821.43W. This difference is approach to reconstruct data during transmission in an IoT statistically significant (p < 0.001). The node-based savings in ecosystem. Another study (Wadud, 2017) focused on void holes energy consumption can collectively bring larger energy savings and energy holes that affect and degrade the performance of when applied to all nodes across an IoT ecosystem. data transmission in networks. It aims to minimize the energy Index Terms—IoT, Energy Optimization, Reinforced Learning. consumed by the network by alleviating the void hole and minimizing data traffic to prevent energy holes. I. INTRODUCTION On Energy Consumption Apart from the data security issues, the major challenges in T HE Fourth Industrial Revolution has brought innovation in terms of data processing, data security, automation and intelligent systems. The evolution of wireless networks, the IoT implementation nowadays can be classified into other common issues such as battery life, data costs, operational robotics and automation has brought drastic changes on efficiency and utilization of low power networks. The more people’s daily lives. This has given birth to one of the most complex the processing requirement of an IoT ecosystem is, the prominent technological innovations in the world today - the more energy is required to function based on how it was Internet of Things, or IoT. According to Jacob Morgan designed. A study (Sen, Koo and Bagchi, 2018) revealed that (Morgan, 2014) in his article in Forbes, the IoT is becoming an current battery technology supports enough energy for increasingly growing topic of conversation not just in the low-performance communication, and hence produces a industry and commercial uses, but also in the personal needs of plethora of commercial low-performance battery-operated IoT people. There are different researches and articles that have devices. The complex performance brought by the demands of itemized different applications of IoT and how it helps in smart buildings has led to the development of this work by automation, information sharing and intelligent decision Moreno et al (Moreno, 2014). Their analysis aims to provide a making. Most of the applications specified in different decision framework for the designers in choosing the most researches (Sharma and Tiwari, 2016) (Zeinab and Elmustafa, relevant parameters in managing the energy consumed in 2017) can be summarized into Smart Cities, Domestic and networked buildings based on their context and selecting them as input data of the management system. The policies and parameters discussed in this research can be a valuable H. Alar, is a PhD in Computer Science student at Ateneo de Manila contribution in designing new energy optimization approaches University, Quezon City, Philippines. (e-mail: hernan.alar@obf.ateneo.edu). especially for non-stationary motes. Motes are nodes in a sensor P. Fernandez is with Ateneo de Manila University, Quezon City, Philippines. (e-mail: pfernandez@ateneo.edu). network that is capable of performing data acquisition and INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 8, NO. 1, OCTOBER 2019 8 processing. A lecture on atomistic simulation (Kuronen, 2008), highlights the four main approaches in atomistic minimization of energy. Attempts to Resolve Issues on Energy Consumption These approaches include Monte Carlo Simulation, Molecular To address the concern and issue in energy consumption, Dynamics, conjugate gradient and genetic algorithm. Their there have been several attempts on optimizing energy work presents a detailed theoretical discussion on how each utilization and minimizing energy consumption. These attempts process is being performed, highlighting the individual can be grouped into hardware and software solutions. advantages and disadvantages. These concepts have become necessary in designing new models for energy optimization. The work of Esmaeili et al (Esmaeili, 2016) focused on utilizing A. Hardware-based Solutions genetic algorithm to develop an energy efficient network of nodes in an IoT. It modeled communications sensor cluster and The most widely used applications of IoT are on business and network routing problems. smart homes. The work of Serra et. al (Serra, 2014) presented an The studies and attempts that are currently available to efficient energy consumption by controlling and managing the optimize energy consumption can be classified based on the heating, ventilation and cooling systems in an IoT. To address nature of the solution and the intensity of the impact. Majority of the user comfort preferences, another study (Ehsan & Liu, the solutions that produce high impact require high effort. It can 2005) attempted to optimize the energy. The research highlights be concluded that dealing with energy optimization requires a model that minimizes power consumption in a network of bigger resources, more complex processes and wider sensors. The unique approach about the study is its huge regard implementation schemes. One of the existing solutions that is not to sacrifice the quality of service requirement despite the highly regarded is the work of (Esmaeili & Jamali, 2016). Their series of implemented approaches to minimize the power work utilized genetic algorithm that does not require large scale consumption. In a similar concern on quality constraints but in a devices to achieve energy optimization. This is an area of study different application, the work of Noor et. al (Noor, 2018) that can be further explored as it may lead to promising cost looked at the fallback of energy consumption in an IoT saving initiatives. Genetic algorithm, as highlighted in the environment, giving emphasis on huge data transmission over research is just one of the existing algorithms under the the network. evolutionary programming that may further optimize energy consumption. Another common approach is setting the individual state of This study explores using Reinforcement to further optimize motes in an IoT (Shah, 2012). Majority of IoT ecosystems rely energy in an intelligent network of things. on wireless sensors to communicate with each other. These networks, however, have resource constraints. Thus, it is III. METHODOLOGY necessary to conserve energy. In a paper (Umameheswari, 2011), researchers aimed to reduce energy consumption Data Collection throughout the network of nodes in the network. The objectives The states of a mote for five (5) consecutive days were first were achieved by targeting the traffic conditions and utilizing it recorded in order to identify the behavior of the motes under to enable and disable low-power sleep modes on sensors. For normal circumstances. The recorded values were used to larger organizations, a known approach to utilize energy but is identify transition probabilities which are essential in designing costly during implementation is the use of underwater based the heuristic. cooling systems, similar to what was presented at the work of Two timekeeping machines (see Fig 1) that contain three Ahmad et. al (Ahmad, 2017). modules (1) Raspberry Pi (B+), (2) Raspberry Pi Screen and (3) RFID module were then deployed on the same location in an B. Software-based Solutions IoT ecosystem. Both machines were connected to the server and local storage for the logs, and their individual states were The following are different attempts to address energy gathered every two (2) minutes. optimization by creating software-based models and frameworks that influences how devices behave. The paper (Martinez, Monton, & Prades, 2015) presents a comprehensive model that describes the energy consumption of sensors in an IoT at system level. The work targeted the development of a new framework for modeling power using sensor nodes, also known as motes, as samples for pre- and post-deployment phases. A similar work (Marinakis & Doukas, 2018) presents a semantic framework of an intelligent energy Fig. 1. Timekeeping device management for an IoT based system. The study created an organized, centralized and standardized modeling of motes and Setup communication channels. The following setup was prepared to identify differences and measure energy utilization, consumption and savings for a On Algorithms specific period of time. For both machines, the states were INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 8, NO. 1, OCTOBER 2019 9 recorded in a database for five (5) consecutive days. Each mote’s state was recorded every two (2) minutes. Machine 1 (8) uses a mote with a default configuration. On the other hand, Machine 2 uses the mote configured to change states based on Using equations 7 and 8, the optimal next state is identified predictions from a heuristic with reinforced learning. by the maximum Q-factor: Modeling of Energy Consumption V*(x) = maxa∑A(x)Q(x,a) (9) The common devices in an IoT ecosystem have several states such as Active where all the modules are enabled such as sensors, processors, radio and antenna, thus, consumes the most energy; Sleep State where all modules are inactive except for antenna to wait for input signals; the Idle State where the device is waiting for the next process; the Process state where the device processor performs more processes compared to its average routine; and the TxRx or transmit and receive state where data are being transmitted across the network or a different server, usually during database backup processes. Heuristic Conceptualization Consider an IoT ecosystem that is composed of n motes, where n ≥ 2. Each mote has the following properties: q = {S,A,I,P,T} (1) the state of the mote. ec={eS,eA,eI,eP,eT} (2) the energy consumed while on a specific state Fig. 2. Transition Probability Diagram based on recorded historical data esw={eSS,eSA,eSI,..eTT} (3) the energy consumed during the transition from On a normal scenario, presented in the diagrams above are one state to another. There are 25 possible transitions (see Table I) the different transition states and the probabilities of switching. The actual state, however is not solely dependent on the TABLE I probabilities presented above. The probability is normally TRANSITION STATES associated with a specific time slice for a more accurate S A I P T mote-state behavior. S SS SA SI SP ST A AS AA AI AP AT States and System Status I IS AI II IP IT The individual states of a mote in an IoT each has its P PS PA PI PP PT components set to an on/off different. This enables them to T TS TA TI TP TT either consume or save energy. Presented in Table 2 are the different states and the conditions of the modules in each state. P(x,a,y) (4) transition probability from state x to y when there is an action a r(x,a,y) (5) immediate reward in state x when the action is a and TABLE II the transition happens to state y SYSTEM STATUS FOR EACH STATE States Sensor Processor Radio Antenna Minimize E(∑(esw + ec)) (6) Sleep OFF OFF OFF ON The proposed approach in this study is to Active ON ON ON ON Idle ON ON OFF OFF Process ON ON OFF OFF (7) Transmit/Receive OFF ON ON OFF where x q, With the components of a mote set based on their current |q| number of states state, the consumed energy also varies therein. Table III shows V* xth element of the value function an estimate on the consumption of the energy based on a MICAz A(x) actions associated with state x P(x,a,y) transition probability from state x to y when there is an action a Mote device. r(x,a,y) immediate reward in state x when the action is a and the transition happens to state y. In this study, the reward was set uniformly to 1. TABLE III Β denotes the discount factor. Based on Historical data, the value of SAMPLE POWER CONSUMPTION FOR A MICAZ MOTE = 0.45. States Power Consumption Sleep 10 mW The Q-factor of state x when there is an action a is Active 1,000 mW represented by: Process 620 mW INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 8, NO. 1, OCTOBER 2019 10 Idle 270 mW consumption during transition depends on the nature of the Transmit/ Receive 420 mW device. One of the most common wireless sensor nodes, also Reinforcement Learning Algorithm commonly known as mote, used is the MICAz mote. MICAz is Q-learning was applied where performing an action in a easy to implement and can be used to build WSN for various given state causes a deterministic transition to a new state. For applications. each action, a cost is assigned that consists of a weighted sum of In this research, it is assumed that motes are stationary, and average power consumption and average latency per request the model for energy consumption is applied on homogenous caused by the action. Each of the processes were identified as an type motes. When the sensor needs a high-power mode for episode. In both Sleep state and Idle state, the action comprises critical tasks, the model will suggest the high power mode. selecting some time-out values from a list of pre-defined Otherwise, it suggests the low power mode. The deciding factor time-out values. is the probability between the states and the step size suggested q_table[state, action] = q_table[state, action] by the Q-factor. * (1 - learning_rate) + learning_rate * (reward + discount_rate * Step Size = P/ Q+Ɛ (10) np.max(q_table[new_state, :])) Where P and Q are constant and Ɛ is the error rate. The q-table serves heavily as the basis in identifying the transition states that need to be performed for the next time Based on the initial experimental setup, the probability of slice. The generated q-table is trained until every data captured shifting from one state to another is identified based on number presents values that are close to the optimal solution. The initial of occurrences and number of transactions in a day. However, suggested next state is identified by the reinforcement learning these probabilities are greatly affected by the specific time of a algorithm. However, prior transitioning to the suggested next day. In an experimental setup, a trend showing more state, the requirements of the heuristics are checked to ensure transactions that occur between 7:00 AM - 9:00 AM. This that the rules identified are met. observation produces a vital role in revising the reinforced learning making time period for a day factor in transition state TABLE V HEURISTIC CHARACTERISTICS probability. Characteristics Description TABLE IV 2i = S Switching to S after 2 consecutive I TRANSITION PENALTY TABLE (≈W) State = A, Rq = null AND State remains active if no transaction occurs after 4 RESULTING STATE t > 2 mins mins q S A I P T %AS% is unreachable No direct transition from Active to Sleep SS 0.00 3.30 - - - State = P, Rq = active State remains on process if normal transaction IS 0.00 3.30 0.40 - - AND t = 2 mins occurs for 2 mins SA 3.30 0.00 - - - State = P, Rq = active State remains on process if normal transaction AA - 0.00 2.90 0.10 2.90 AND t = 4 mins occurs for 4 mins IA 3.30 0.00 2.90 - - State = A, Rq = active State becomes active if normal transaction occurs AND t = 6 mins for 6 mins PA - 0.00 - 0.10 - State = I, Rq = null AND t State becomes idle if no transaction occurs after 4 TA - 0.00 - - 2.90 > 4 mins mins AI - 2.90 0.00 3.00 2.90 II 0.40 2.90 0.00 - - AP - 0.10 3.00 0.00 0.10 Table V presents the characteristics considered in the PP - 0.10 - 0.00 - heuristic and reinforcement learning. The decision of shifting AT - 0.00 2.90 0.10 0.00 from one state to another is heavily influenced by the historical TT - 0.00 - - 0.00 data as well as the characteristics of the trend. Aside from the actual consumption of energy during a Experimental Setup specific state, transition from one state to another may also incur a transition penalty if an immediate transition is necessary for Two Raspberry Pi 3B+ were used and monitored to measure the process. Table IV presents the transition penalty across energy consumption from 12:00 AM until the end of the day. different states. Transition penalty is the amount of energy that The test runs for five days with two different configurations for may have been wasted due to incorrect state transition. Based on each device: the Default Setup and the Smart Algorithm. the table, the first column identifies the different transition Two sets of Raspberry Pi 3B+ with 1GB LPDDR2 SDRAM, states. These transition states are the expected or optimal Broadcom Videocore-IV GPU, 2.4GHz and 5GHz transition state. If the device switched to a different state, it 802.11b/g/n/ac Wi-Fi, Bluetooth 4.2, 40-pin GPIO header and incurs the transition penalty associated therein. The table cells Micro SD were used in the experiment. grayed out with no transition penalty are those transitions that may be impossible to happen based on the nature of the device. Each device refer to different transition penalty table as energy INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 8, NO. 1, OCTOBER 2019 11 IV. RESULTS AND ANALYSIS between the actual and heuristic consumption and there was a significant difference between Actual and Heuristic With the given two (2) machine configurations, different consumption (t59 = 7.711, p < 0.001). On average, Actual transitions of the device from one state to another for sixty (60) consumption were 1.60 higher than Heuristic consumption time slices for five (5) days were recorded. The default data set (95% CI [1.185, 2.015]). is based on the current setup of the device and how are they being utilized based on ongoing transactions. The smart V. CONCLUSION algorithm refers to the generated schedule of state transition using the reinforced learning. In this paper, the use of Reinforcement Learning to predict the state of devices between time slices on an Internet of Things TABLE VI ENERGY CONSUMPTION TOTAL (W) ecosystem was studied. Reducing the amount of energy consumed by reducing the number of non-optimal states due to Day Default Heuristic Difference the non-optimal transition and movement can reduce overall Day 1 3,000.80 2,981.50 19.30 energy consumption. To improve the results thereafter, it is Day 2 2,574.90 2,560.60 14.30 recommended to develop longevity in training the algorithm, Day 3 2,620.90 2,601.20 19.70 making it more intelligent and considering other factors such as Day 4 3,006.30 2,983.20 23.10 day and time dependency. Day 5 3,003.90 2,980.70 23.20 TOTAL 14,206.80 14,107.20 99.60 REFERENCES [1] Ahmad, A., Ahmed, S., Imran, M., & Alam, M. M. (2017, January 26). Table VI presents the total energy consumption for the 2 On Energy Efficiency in Underwater Wireless Sensor Networks with given scenarios. The total energy consumption is composed of Cooperative Routing. Ann. Telecommun., 173-188. doi:10.1007/s12243-017-0560-0 total consumption based from each state of the device for every [2] Ehsan, N., & Liu, M. (2005). Minimizing Power Consumption in Sensor two minutes as well as the transition penalty incurred by Networks with Quality of Service Requirement. University of Michigan. switching to a non-optimal state. [3] Esmaeili, M., & Jamali, S. (2016, February). A Survey: Optimization of Energy Consumption by using the Genetic Algorithm in WSN based Internet of Things. CiiT International Journal of Wireless Communication, 8(2), 65-72. [4] Fan, X., Yu, X., Chen, K., & Duan, S. (2018, October 18). Multi-Attribute Missing Data Reconstruction Based on Adaptive Weighted Nuclear Norm Minimization in IoT. Digital Object Identifier, 6, 61419-61431. doi:10.1109/access.2018.2876701 [5] Kumar, P. T., & Krishna, V. P. (2018, January). Power modelling of sensors for IoT using reinforcement learning. International Journal of Advanced Intelligence Paradigms, 10(1/2), 3-22. doi:10.1504/IJAIP.2018.10010528 [6] Kuronen, A. (2008). Introduction to atomistic simulations. Helsinki, Finland: University of Helsinki. Retrieved from http://www.acclab.helsinki.fi/~aakurone/atomistiset/lecturenotes/lecture _all.pdf [7] Marinakis, V., & Doukas, H. (2018, February). An Advanced IoT-based System for Intelligent Energy Management in Buildings. Sensors (Basel). doi:10.3390/s18020610 Fig. 3. Time Series - Energy Utilization [8] Martinez, B., Monton, M., & Prades, J. (2015, June 12). The Power of Models: Modeling Power. IEEE Sensors Journal, 15(10), 5777 - 5789. The optimal solution which presents a set of states produced doi:10.1109/JSEN.2015.2445094 [9] Moreno, V. M., Ubeda, B., Skarmeta, A. F., & Zamora, M. A. (2014, May by perfect knowledge is impossible to achieve but can be 30). How can We Tackle Energy Efficiency in IoT Based Smart approximated over time. The smart algorithm that utilizes Buildings? Sensors, 9582-9614. doi:10.3390/s140609582 reinforced learning can be trained repeatedly on larger data sets [10] Morgan, J. (2014, May 13). A Simple Explanation of 'The Internet of to come up with near optimal state transitions. Things'. Forbes. [11] Noor, T. S., Osman, N. I., & Mkwawa, I.-H. M. (2018, June). Analysis and Modelling of Power Consumption In IoT With Video Quality TABLE VII Communication. The International Journal of Multimedia & Its PAIRED T-TEST Applications (IJMA), 10, 15-27. doi:10.5121/ijma.2018.10302 [12] Sali Ali Ahmed, E., & Kamal Aldein Mohammed, Z. (2017). Internet of Paired Differences Things Applications, Challenges and Related Future Technologies. Std. Error 95% CI World Scientific News, 126-148. Mean Stdv. Mean Lower Upper t df [13] Sarhan, Q. (2018). Internet of Things: A Survey of Challenges and Issues. Default- 1.600 1.607 .207 1.185 2.015 7.711 59 International Journal of Internet of Things and Cyber-Assurance, 1(1), Heuristic 40-75. doi:10.1504/IJITCA.2018.10011246 [14] Sen, S., Koo, J., & Bagchi, S. (2017, November 23). TRIFECTA: Security, Energy-Efficiency, and Communication Capacity Comparison Paired Samples T test (see Table VII) was performed to the for Wireless IoT Devices. IEEE Internet Computing magazine. recorded 5-day values, to determine if there is a difference INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 8, NO. 1, OCTOBER 2019 12 [15] Serra, J., Pubill, D., Antonopoulos, A., & Verikoukis, C. (2014, June 18). Smart HVAC Control in IoT: Energy Consumption Minimization with User Comfort Constraints. (X. Zhu, Ed.) The Scientific World Journal, 1-11. doi:10.1155/2014/161874 [16] Shah, T., Javaid, N., & Qureshi, T. (2012, December 17). Energy Efficient Sleep Awake Aware (EESAA) intelligent Sensor Network routing protocol. 15th IEEE International Multi Topic Conference (INMIC12), 1-6. doi:10.1109/INMIC.2012.6511504 [17] Sharma, V., & Tiwari, R. (2016, February). A review paper on “IOT” & It’s Smart Applications. International Journal of Science, Engineering and Technology Research (IJSETR), 5, 472-476. [18] Shukla, A., & Tripathi, S. (2018). An optimal relay node selection technique to support green internet of things. Journal of Intelligent & Fuzzy Systems, 35, 1301-1314. doi:10.3233/JIFS-169674 [19] Umameheswari, C., & Gnanambigai, J. (2011, April). Energy Optimization in Wireless Sensor Network Using Sleep Mode Transceiver. Global Journal of Research in Engineering, 11(3), 24-30. [20] Wadud, Z., Javaid, N., Khan, M., Alrajeh, N., Alabed, M., & Guizani, N. (2017). Lifetime Maximization via Hole Alleviation in IoT Enabling Heterogeneous Wireless Sensor Networks. (D. L. Shu, Ed.) Sensor Networks for Collaborative and Secure Internet of Things, 1-22. doi:10.3390/s17071677 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 8, NO. 1, OCTOBER 2019 13 A Majority Voting Ensemble Classifier to Predict Hypertension Based on KNHANES Dataset Huilin Zheng, Kwang Ho Park, Jong Yun Lee*, Member, IEEE and Keun Ho Ryu*, Member, IEEE  diseases, cancer, diabetes and chronic respiratory diseases. One Abstract— In medical domain, the prediction of chronic disease of the key risk factors for cardiovascular disease is is a very crucial topic. Hypertension is one of the most popular and hypertension, or raised blood pressure, which is a long term representative chronic disease in the world. In this paper, we medical condition that the blood pressure in the arteries is proposed a majority voting ensemble classifier for hypertension prediction to the KNHANES dataset from 2013 to 2015. We first persistently elevated. Hypertension already affects one billion combined the complex sampling-based feature selection and the people worldwide, leading to heart attacks and strokes [1]. In wrapper based feature selection method to extract several useful 2010, it was estimated that increased blood pressure accounted features about hypertension, then used 4 popular classifiers to for 17.8% of premature deaths (9.4 million deaths, 162 million construct different classification models, which are probability years of life lost) and 7% of disability (173 million disability‐ based Naïve Bayes, regression based logistic regression, decision adjusted life years: DALYs) globally [2]. The person who have tree based C4.5 and Support vector machine algorithms. At last, we applied the majority voting ensemble classifier to vote those hypertension when their systolic blood pressure is higher than classification models and obtained the final prediction results. 140 mmHg and diastolic blood pressure is higher than 90 Moreover, we compared the proposed ensemble method with other mmHg. Systolic blood pressure is the maximum pressure in the 3 well known ensemble classification methods, such as bagging, arteries when the heart contracts and diastolic blood pressure is boosting and Random Forest. As a result, we found that our the minimum pressure in the arteries between the heart’s proposed method can improve the performance of the classification for hypertension prediction than other 3 ensemble contractions. classifiers. We hope our result can be an important criterion for Feature selection is a kind of essential preprocessing hypertension diagnosis. procedure to identify relevant feature subset. In medical domain, most of the datasets have high dimension, it will Index Terms— Hypertension, Majority Voting, Feature increase the computational complexity and reduce the Selection, KNHANES. performance. In order to reduce the dimension and extract useful features, this approach is used very popularly. An ensemble method or classifier combination method, constructs a I. INTRODUCTION set of base classifiers from training data and performs w E live in a rapidly changing environment. Human health has been one of the most noticeable topics by human being all over the world. The prediction of chronic disease is a very classification by taking a vote on the predictions made by each base classifier. The basic idea of ensemble classifier is to construct multiple classifiers from the original data and then crucial topic nowadays in medical field. Common chronic aggregate their predictions when classifying unknown diseases mainly include cardiovascular and cerebrovascular examples. It can be generated in 4 different ways, which are (1) manipulation of the training set, (2) manipulation of the input Manuscript was received on June 30, 2019. This work was supported in features, (3) manipulation of the class labels, (4) manipulation part by Basic Science Research Program through the National Research of the learning algorithm [3]. In general, the ensemble Foundation of Korea (NRF) funded by the Ministry of Science, ICT & Future classifiers can help us improve the classification performance Planning (No. 2017R1A2B4010826), by NRF funded by the Ministry of Education (No. 2017R1D1A1A02018718), by the KIAT (Korea Institute for by aggregating the predictions of multiple classifiers than a Advancement of Technology) the KIAT (Korea Institute for Advancement of single classifier. Technology) grant funded by the Korea Government (MOTIE: Ministry of There are various studies already used ensemble method to Trade Industry and Energy). (No. N0002429)., and by the Private Intelligence Information Service Expansion (No. C0511-18-1001) funded by the NIPA get good results in different fields. NaiArun et al [4], proposed (National IT Industry Promotion Agency). an ensemble learning model for diabetes classification. They H. Zheng, K.H. Park are with Chungbuk National University, Cheongju used gain-ratio based feature selection method to select 28644, South Korea (e-mail: {huilin, khblack}@dblab.chungbuk.ac.kr). Corresponding author K.H. Ryu is with Chungbuk National University, important features, then the popular ensemble learning method Cheongju 28644, South Korea and Faculty of Information Technology, Ton bagging and boosting were applied using three base classifiers Duc Thang University, Ho Chi Minh City, 700000, Vietnam (phone: like Naïve Bayes (NB), k-nearest neighbors (KNN) and +82-10-4930-1500; fax: +82-43-275-2254; e-mail: khryu@chungbuk.ac.kr and khryu@tdtu.edu.vn). decision tree to construct classification models on the selected Corresponding author J.Y. Lee is with Chungbuk National University, features. Piao et al [5], proposed a feature subset-based Cheongju 28644, South Korea (phone: +82-10-3465-5837; fax: ensemble method to classify multiple cancers. They selected the +82-43-261-2789; e-mail: jongyun@chungbuk.ac.kr). INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 8, NO. 1, OCTOBER 2019 14 features based on the symmetrical uncertainty, then used the the data pre-processing is shown in Fig.2 and the basic bagging, boosting and Random Forest (RF) with C4.5 decision characteristics between hypertension patients and healthy tree algorithm and Support Vector Machine (SVM) to evaluate person is shown in Table Ⅰ. the classiﬁcation performance. Alzami et al [6], proposed an adaptive hybrid feature selection-based classiﬁer ensemble (AHFSE) for epileptic seizure classiﬁcation. The AHFSE was designed to obtain an optimized subset of features based on the different samples in every bootstrap and then majority voting was used to complete the detection and classiﬁcation tasks. Bashir et al [7], proposed a majority voting ensemble classifier to predict heart disease. They used 5 classifiers such as NB, decision tree based on Gini Index, decision tree based on information gain, memory-based learner and SVM to make a decision support system based on five heart disease datasets. In this paper, we proposed a majority voting ensemble classifier for hypertension prediction using the Korean National Health and Nutrition Examination Survey (KNHANES) dataset from 2013 to 2015 [8]. First, we extracted some significant features by using the complex sampling-based t-test and chi-square test, then extract optimal features about hypertension by using the wrapper based feature selection method based on 4 popularly used machine learning algorithms, which are probability based NB, regression model based logistic regression (LR), decision tree based C4.5 and SVM algorithms. At last, we used those 4 algorithms to construct different classification models based on those optimal features and applied the majority voting ensemble classifier to get the final prediction and evaluated the performance. The experiment framework is shown in Fig.1. In addition, we also compared the proposed ensemble method with other 3 well known ensemble classification methods, such as bagging, boosting and Random Forest with those 4 base classifiers. The rest of the paper is organized as follows. In section 2, we Fig. 1. Framework of experiment will introduce the method of data pre-processing, feature selection and ensemble learning. The experiments and results are shown in section 3. In section 4, conclusions and further work are presented. II. MATERIALS AND METHODS A. Data Pre-processing The original data used in this paper was collected from Korea Centers for Disease Control and Prevention from 2013 to 2015, which includes the history of chronic disease, health medical examination, lifestyle, and nutritional intake information [8]. 22,948 instances and 636 features are included in the raw dataset, but there are too many missing values, outliers and irrelevant features, which may lead to poor performance. For improving our experiment results, we first delete various features unrelated to hypertension prediction like the participant ID, year, hometown city and so on, or features with a lot of missing values. Next, we delete some instances without hypertension diagnosis information or distances with numerous missing values. After that we remove outliers and extreme values based on the Interquartile Range for hypertension instances. At last, we get our experiment dataset. The detail of Fig. 2. Data pre-processing INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 8, NO. 1, OCTOBER 2019 15 TABLE I C. Ensemble Learning THE BASIC CHARACTERISTICS BETWEEN HYPERTENSION PATIENTS AND HEALTHY Generally, the ensemble learning methods can help us Variable Value Normal(%) Hypertension improve the performance of classification. In this paper, we (%) used the majority voting method to obtain the final prediction of Age (M±SD) 39.826±0.262 58.392±0.353 hypertension, and we also compared the proposed ensemble Gender Male 1401(53.4) 1225(46.6) method with other 3 well known ensemble classification Female 3126(67.3) 1520(32.7) methods, such as bagging, boosting and Random Forest (RF). Income level 1st level 1003(58.9) 701(41.1) The brief introduction of those methods is shown as follows. 2nd level 1161(62.1) 709(37.9) The majority voting principle refers to taking the predicted 3rd level 1173(62.7) 699(37.3) results of most classifiers as the final prediction category 4th level 1190(65.2) 636(34.8) standard, that is to say, the results with more than 50% votes as Marital Status Married 3547(57.1) 2660(42.9) the category standard. We can predict the class label y via Unmarried 980(92.0) 85(8.0) majority voting of each classifier C, which can be shown as the Education University 1915(80.8) 456(19.2) following equation: High School 1756(71.3) 707(28.7) Middle School 348(45.3) 421(54.7) y = mode{C1(x), C2(x), ..., Cj(x)} (1) Elementary School 508(30.4) 1161(69.6) Occupation Professional job 774(81.1) 180(18.9) for example, if there are 3 classifiers, when classifier 1 and Office job 523(82.5) 111(17.5) classifier 2 classified the results of dataset x as class 0, and Service and sales job 642(67.9) 303(32.1) classifier 3 classified the results as class 1, then we can classify the results of dataset x as class 0 via the majority voting * M=Mean, SD=Standard Deviation ensemble method. B. Feature Selection Feature selection is an efficient approach for selecting a y = mode{0,0,1} = 0 (2) subset of relevant features which are useful in model construction. Filter and wrapper are 2 kind of standard It can help reduce the probability of getting the bias result from approaches to select features. Filter approach is very easy and single classifiers. efficient because features are selected without any learning Bagging and boosting are two typical ensemble methods. algorithm. There are different kinds of filter method, such as Both bagging and boosting combine the existing classification information gain, gain ratio, person correlation and so on. On or regression algorithms in a certain way to form a more the contrary, wrapper approach uses the target learning powerful classifier. More accurately, they are an assembly algorithm as a black box to find the best subset of features. It is method to assemble weak classifiers into strong classifiers. computational expensive and not suitable for large dataset, but it Bagging, also known as bootstrap aggregating, is a technique often can get better performance than filter method. The that repeatedly samples (with replacement) from a data set performance of the wrapper method depends on the learning according to a uniform probability distribution. Each bootstrap algorithms and the starting point of the search strategy. sample has the same size as the original data. Because the Sequential search method, which includes the sequential sampling is done with replacement, some instances may appear back-ward searching (SBS) and sequential forward searching several times in the same training set, while others may be (SFS), is a fluently used search method in wrapper. The SBS omitted from the training set [3]. The procedures of generating starts with a full feature set and removes one feature at one time bagging method are shown like (1) select n samples from the until the test result of the learning algorithm starts to get worse. sample set for resampling (with replacement); (2) establish The SFS starts with an empty feature set and add one feature at classifiers (like C4.5, SVM, Logistic regression, NB etc.) for one time until the addition of features does not decrease the these n samples on all attributes; (3) repeat the above two steps criterion [9]. m times and obtain m classifiers; (4) put data on these m KNHANES dataset was collected by following the complex classifiers, and finally decide which category the data belongs to sampling approach [8]. With this approach, members of the according to the voting results of these m classifiers. population do not have same probability of being selected into Boosting is an iterative procedure used to adaptively change the sample, therefore, we analyze the dataset by considering the the distribution of training example. Different with bagging, stratification, cluster and weight values of each participant. In boosting assigns a weight to each training example and may this paper, we used the complex sampling-based t-test and adaptively change the weight at the end of each boosting round Chi-square test to analyze the numerical and nominal features [3]. Initially, all the examples are assigned equal weights. for extracting significant features between hypertension patients Examples that are classified incorrectly in the previous round of and healthy person. training will have their weights increased, while those that are classified correctly will have their weights decreased in the next round of training. One of the typical representative boosting is INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 8, NO. 1, OCTOBER 2019 16 AdaBoost algorithm, also known as adaptive boosting. This No 60.8 39.2 Stress 0.000 algorithm has several advantages like (1) with low Yes 67.0 33.0 generalization error; (2) improve the classification accuracy of No 62.3 37.7 classifiers; (3) can be used in conjunction with multiple Smoking 0.436 Yes 62.2 37.8 classification algorithms; (4) Overfitting is not easy to occur. No 54.2 45.8 RF is actually a special bagging method which uses decision Walking 0.001 Yes 63.9 36.1 tree as the model in bagging. RF can handle high dimensional Strength No 61.8 38.2 data and use a large number of trees in the ensemble [10]. This 0.000 Exercise Yes 63.8 36.2 method can be used to avoid the overfitting problem because it randomly selected subset to determine the split. Flexibility No 60.0 40.0 0.000 Exercise Yes 64.1 35.9 III. EXPERIMENTS AND RESULTS Underweight 91.8 8.2 In our experiment, we first extract significant numerical and Obesity Normal 69.9 30.1 0.000 nominal features by using the complex sampling-based t-test Overweight 40.7 59.3 and Chi-square test between hypertension patients and healthy Negative 62.6 37.4 Nitrite 0.020 person. We set up the statistical significance of our test by p < Positive 47.3 52.7 0.05. The p-value of the nominal and numerical variables Negative 63.0 37.0 0.000 between hypertension and healthy group in our dataset are Urine Slightness 55.1 44.9 protein shown in Table Ⅱ and Table Ⅲ. The significant numerical and Positive 27.1 72.9 nominal features are shown in bold. At last, 58 significant Negative 62.6 37.4 features were extracted with the class feature except 3 features Urine Slightness 32.0 68.0 0.000 of stratification, cluster and weight values after using this glucose Positive 34.0 66.0 statistical approach. Negative 61.4 38.6 TABLE Ⅱ Ketone Slightness 75.9 24.1 0.000 COMPARISON OF NOMINAL FEATURES BETWEEN HYPERTENSION AND HEALTHY Positive 84.8 15.2 GROUP (USING CHI-SQUARE TEST) Negative 61.8 38.2 Variable Value Healthy Hypertension p-value (%) (%) Bilirubin Slightness 0.0 0.0 0.000 Gender Male 53.4 46.6 0.000 Positive 73.9 26.1 Female 67.3 32.7 Negative 63.5 36.5 Income level 0.178 Occult 1st level 58.9 41.1 Slightness 59.2 40.8 0.000 hematuria 2nd level 62.1 37.9 Positive 64.4 35.6 3rd level 62.7 37.3 Negative 62.2 37.8 4th level 65.2 34.8 Urobilinogen Slightness 73.1 26.9 0.804 Education University 80.8 19.2 Positive 71.4 28.6 High School 71.3 28.7 Yes 61.4 38.6 0.000 Diet 0.387 Middle School 45.3 54.7 No 62.5 37.5 Elementary High intake 69.2 30.8 30.4 69.6 School Food intake Like usual 59.0 41.0 0.000 Occupation Professional job 81.1 18.9 comparison Low intake 70.2 29.8 Office job 82.5 17.5 Service and sales 67.9 32.1 job Agriculture and 40.8 59.2 TABLE Ⅲ 0.000 fisheries job COMPARISON OF NUMERICAL FEATURES BETWEEN Technician and 59.3 40.7 HYPERTENSION AND HEALTHY GROUP (USING T-TEST) engineer Variable Healthy (M±SD) Hypertension (M±SD) p-value Labor worker 49.4 50.6 Age 39.826±0.262 58.392±0.353 0.000 Unemployed 56.5 43.5 Average sleep Married 57.1 42.9 6.843±0.023 6.608±0.032 0.000 Marital time 0.000 Status Unmarried 92.0 8.0 Height 164.380±0.150 161.836±0.216 0.000 No change 59.8 40.2 Weight 61.257±0.205 66.283±0.311 0.000 Weight fluctuation Weight loss 60.1 39.9 0.000 Waist 77.362±0.186 85.868±0.238 0.000 for a year Weight increase 70.8 29.2 BMI 22.586±0.059 25.183±0.082 0.000 No drinking 60.0 40.0 Total Drinking for 182.858±0.579 191.217±0.780 0.000 0.029 cholesterol a month >1 cup drinking 64.4 35.6 HDL No 60.8 39.2 53.224±0.206 49.065±0.279 0.000 cholesterol Stress 0.000 Yes 67.0 33.0 Triglyceride 102.568±1.402 149.320±2.021 0.000 No 62.3 37.7 Blood Urea Smoking 0.436 13.280±0.068 15.286±0.098 0.000 Nitrogen INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 8, NO. 1, OCTOBER 2019 17 HDL remained 58 significant features. We can evaluate the 53.224±0.206 49.065±0.279 0.000 cholesterol performance of each algorithm and extract the optimal features. Triglyceride 102.568±1.402 149.320±2.021 0.000 When we used the NB as learning algorithm, we can extract 47 Blood Urea Nitrogen 13.280±0.068 15.286±0.098 0.000 optimal features, and when we used the LR, SVM and C4.5 as Blood learning algorithm, we can extract 50, 53 and 47 optimal 0.809±0.003 0.871±0.004 0.000 creatinine features, respectively. White blood cell 6.134±0.030 6.408±0.041 0.000 Then we used the NB, LR, SVM and C4.5 classifiers to Red blood cell 4.592±0.008 4.638±0.012 0.001 construct classification models of each optimal features. After that, we applied the majority voting method to vote those 4 Blood platelet 256.648±1.406 250.791±1.274 0.000 classification models. In order to avoid the model overfitting Uric acid 5.721±0.014 5.770±0.021 0.042 problem, we applied the 10-fold cross validation to evaluate the Uric specific 1.020±0.000 1.018±0.000 0.000 performance. In addition, we compared the results with other 3 gravity Urinary 176.285±0.756 143.224±1.997 0.000 well known ensemble classification methods, such as bagging, creatinine boosting and Random Forest. Empty stomach In this paper, we evaluated the result by sensitivity, 12.867±0.040 12.991±0.051 0.033 time Fasting blood specificity and AUC (Area under the ROC curve), where the 92.067±0.189 101.435±0.306 0.000 sugar sensitivity measures how much we predicted correctly over all Glycated the positive classes, the specificity measures how much we 5.486±0.009 5.833±0.013 0.000 hemoglobin predicted correctly over all the negative classes and the AUC is Vitamin C 87.285±1.802 92.798±2.149 0.023 an index used to present the accuracy of a test to distinguish Food Intake 1 day (g) 1511.902±12.641 1455.820±18.173 0.008 diagnostic groups or classes that ranges from 0 to 1. Table Ⅳ Energy 1927.600±13.092 1890.097±19.385 0.096 and Table Ⅴ show the performance comparison results of Water(g) 1077.103±10.777 1023.741±15.497 0.003 without any ensemble method and majority voting ensemble method, and also compared the performance of other 3 popular Protein 66.302±0.549 62.037±0.743 0.000 ensemble classification methods with the proposed method. The Fat 44.212±0.457 33.939±0.604 0.000 best AUC results of each single classifier are shown in bold. Saturated fatty 13.045±0.152 9.444±0.188 0.000 acid TABLE Ⅳ Mono THE PERFORMANCE COMPARISON OF WITHOUT ENSEMBLE unsaturated 14.138±0.168 10.420±0.218 0.000 METHOD AND MAJORITY VOTING fatty acid Polyhydric Method Measurement NB LR SVM C4.5 unsaturated 10.618±0.128 8.790±0.158 0.000 sensitivity 0.856 0.843 0.848 0.793 fatty acid Without specificity 0.701 0.757 0.746 0.675 1.379±0.019 1.296±0.026 ensemble N3 fatty acid 0.012 AUC 0.861 0.883 0.797 0.726 N6 fatty acid 9.302±0.117 7.533±0.141 0.000 sensitivity 0.85 0.851 0.85 0.85 Cholesterol 241.277±3.563 188.310±4.883 0.000 Majority specificity 0.732 0.732 0.734 0.728 voting Carbohydrate 296.812±2.231 304.589±2.819 0.023 AUC 0.874 0.873 0.875 0.873 Dietary fiber 21.375±0.200 23.550±0.272 0.000 Optimal features 47 50 53 46 Calcium 456.841±4.402 438.457±5.865 0.009 TABLE Ⅴ Phosphorus 1012.251±7.237 982.211±10.843 0.017 THE PERFORMANCE COMPARISON OF MAJORITY VOTING AND Fe 15.383±0.138 16.183±0.186 0.000 OTHER ENSEMBLE METHODS Method Measurement NB LR SVM C4.5 Na 3629.574±37.195 3531.737±49.371 0.109 sensitivity 0.85 0.851 0.85 0.85 K 2814.346±22.725 2833.429±31.597 0.613 Majority specificity 0.732 0.732 0.734 0.728 Vitamin A 571.000±7.104 566.575±10.267 0.714 voting AUC 0.874 0.873 0.875 0.873 Carotene 2772.650±39.949 2937.945±58.227 0.015 sensitivity 0.854 0.843 0.847 0.805 Retinol 86.340±1.371 61.648±1.678 0.000 AdaBoost specificity 0.713 0.757 0.746 0.69 Thiamine 1.907±0.016 1.859±0.022 0.064 AUC 0.848 0.805 0.861 0.834 Riboflavin 1.292±0.012 1.156±0.016 0.000 sensitivity 0.856 0.841 0.843 0.827 Bagging specificity 0.701 0.755 0.747 0.709 Niacin 15.375±0.134 14.473±0.189 0.000 AUC 0.862 0.883 0.831 0.857 sensitivity 0.837 0.832 0.832 0.85 Next, we applied the wrapper based feature selection with RF specificity 0.733 0.733 0.735 0.728 sequential backward search (SBS) method by 4 popularly used AUC 0.87 0.869 0.869 0.873 machine learning algorithms like NB, LR, SVM and C4.5 to the Optimal features 47 50 53 46 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 8, NO. 1, OCTOBER 2019 18 According to the result of the experiment, we found that our vote based classifier ensemble,” in Arabian Journal for Science and Engineering, 39(11), 2014, pp. 7771-7783. proposed ensemble method can improve the classification [8] The Sixth Korea National Health and Nutrition Examination Survey performance for hypertension prediction in most algorithms, (KNHANES Ⅵ), 2013-2015, Korea Centers for Disease Control and only except LR classifier, because LR analyzes the relationship Prevention, Available: https://knhanes.cdc.go.kr between multiple independent variables and a categorical [9] H.H. Hsu, C.W. Hsieh, and M.D. Lu, “Hybrid feature selection by combining filters and wrappers,” in Expert Systems with Applications, dependent variable, and estimates the probability of occurrence 38(7), 2011, pp. 8144-8150. of an event by fitting data to a logistic curve by using the [10] M. Khalilia, S. Chakraborty, and M. Popescu, “Predicting disease risks sigmoid function [11]. Also, the proposed ensemble method can from highly imbalanced data using random forest,” in BMC medical informatics and decision making, 11(1), 2011, pp. 51. get better performance than other 3 popular ensemble [11] J. S. Cramer, “The origins of logistic regression”, 2002. classification methods. Moreover, all ensemble methods can get [12] S. S. Yoon, C. D. Fryar, and M. D. Carroll, “Hypertension prevalence and better results than without using any ensemble methods in most control among adults: United States, 2011-2014,” in US Department of Health and Human Services, Centers for Disease Control and algorithms. Prevention, National Center for Health Statistics, 2015, pp. 1-8. IV. CONCLUSION In this paper, we proposed a majority voting ensemble classification method with a feature selection method to predict hypertension. This method was followed by 3 procedures: 1) the complex sampling-based t-test and Chi-square test were applied to analyze the numerical and nominal features for extracting significant features; 2) the wrapper based feature selection method with 4 popularly used machine learning algorithms was used to extract several useful features about hypertension; 3) a majority voting ensemble classification method was used to obtain the final prediction result based on those 4 classification models. At last, we evaluated the result by sensitivity, specificity and AUC, and the result showed the proposed method can improve the classification performance for hypertension diagnosis in most algorithms. In addition, the proposed method can get better performance in comparison with other 3 popular ensemble classification methods in this research. We hope our result can be an important criterion for hypertension diagnosis in the short run. The hypertension is called as the ‘silent killer’ and it is the main risk factor of heart disease and stroke, which are the leading causes of death for Americans [12]. We try to do the related research about these kind of complication diseases based on the result of this research in our further work. REFERENCES [1] A global brief on Hypertension, Available: http://ish-world.com/downloads/pdf/global_brief_hypertension.pdf [2] N. R. Campbell, D. T. Lackland, L. Lisheng, M. L. Niebylski, P. M. Nilsson, and X. H. Zhang, “Using the Global Burden of Disease study to assist development of nation-specific fact sheets to promote prevention and control of hypertension and reduction in dietary salt: a resource from the World Hypertension League,” in The Journal of Clinical Hypertension, 17(3), 2015, pp. 165-167. [3] P. N. Tan, Introduction to data mining. Pearson Education India, 2018, pp. 278–280. [4] N. Nai-Arun, and P. Sittidech, “Ensemble Learning Model for Diabetes Classification,” in Advanced Materials Research, Vol. 931, Trans Tech Publications, 2014, pp. 1427-1431. [5] Y. Piao, M. Piao, and K. H. Ryu, “Multiclass cancer classification using a feature subset-based ensemble from microRNA expression profiles,” in Computers in biology and medicine, 80, 39-44 (2017). [6] F. Alzami, J. Tang, Z. Yu, S. Wu, C. P. Chen, J. You, and J. Zhang, “Adaptive hybrid feature selection-based classifier ensemble for epileptic seizure classification,” in IEEE access 6, 2018, pp. 29132-29145. [7] S. Bashir, U. Qamar, F. H. Khan, and M. Y. Javed, “MV5: a clinical decision support framework for heart disease prediction using majority INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 8, NO. 1, OCTOBER 2019 19 Quality Evaluation System of Online Courses Based on Review Data Shiyun Wu, Junli Li, Ting Wang* and Zhonghui Chen  on registering platforms and trail learning to find high-quality Abstract—With the improvement of social lifelong learning resources which fit their needs before starting a new course. atmosphere and online course certificate recognition, the number Therefore, how to reconstruct a flexible online course of courses in major learning platforms has increased sharply, but evaluation system has become a constantly concerned topic for of varying quality. This paper proposes a novel method to evaluate scholars in the education field. The current scoring systems tend the quality of online courses. It extracts the feature tags of learner comments to obtain evaluation indexes and analyzes the to give an overall grade rating from one to five, which makes it sentimental orientation and intensity automatically to calculate difficult for learners to get detailed evaluation of particular scores. Based on Python Selenium, the researcher took 62,405 courses. This study presents a more objective scoring approach course reviews from icourse163 platform as samples, using to help the platform automatically calculate online course score Chinese word segmentation, feature selection and k-means by extracting feedback information from learners’ comments. clustering algorithm to obtain the main feature categories which In the second section, a brief introduction to previous are mostly concerned by learners to construct a new online course evaluation model. To give a more flexible weight allocation to related work will be illustrated and the proposed novel methods different course categories, we adopted the analytic hierarchy will be introduced in the third section. Experiments and data process to determine the index weight for 13 categories. At last, the analysis will be demonstrated in section four and five, SnowNLP sentiment analysis module was used to calculate the respectively. Conclusions will be drawn in the last section. course score automatically. The experiment result shows that this method can help the platform extract the learner feedback II. RELATED WORKS information quickly from a large number of comment texts, which can help optimizing the learner decision-making and enhancing Since 2000, there were organizations and institutions of the competitive advantage of the platform and course providers. higher education working on online course quality management, and have successively published different online Index Terms—Online course, automatic scoring system, text learning evaluation standards. For example, Instructional mining, sentiment analysis. Design and Application Committee released E-Learning Certification Standards [1], Phipps et al. published Quality On I. INTRODUCTION The Line [2]. Spanish scholar Fernandez compared the two W ITH the development of data transmission technology, the reduction of network communication cost, and the increased mobile devices coverage, online learning has methods of online learning quality evaluation: ADECUR and UNE 661 81:2012 established an evaluation system for online course quality of four dimensions: teaching content, teaching developed rapidly. Although online learning becomes very method, accessibility and virtual learning environment [3]. popular, we still cannot find a suitable solution to some Yousef from Aachen University of Technology designed the common problems of the MOOC (Massive Open Online quality assurance standard for online course design, including Courses). Issues like high participation rate, low completion two elements of teaching and technology and 75 specific rate, uneven quality of courses, and homogenous competition evaluation index[4]. between different platforms force learners to spend huge time By sorting out these standards, it is easy to find that the This research is supported by the grant of Production, Teaching and course evaluation index is still based on two key factors: Research Innovation Fund by Science and Technology Development Center instruction and technology, and the index overlaps each other of China Ministry of Education (2018A01021), Mentor Academic Leading to a great extent. Further, the weight of the index is determined Program for Graduate Student by Shanghai International Studies University (41003651). by experts which are quite subjective and has not described how Shiyun Wu is a master student of School of International Education, to precisely quantify the score. On the other hand, the reviewers Shanghai International Studies University. cyline54yun@163.com are mostly composed of experts or institutions, rather than the Junli Li, PhD, is an associate professor and master student supervisor of School of Journalism and Communication, Shanghai International Studies learners who actually participate in the courses. Therefore, this University. ljlshisu@163.com study proposes an automatic scoring approach based on Ting Wang, PhD, corresponding author, is an associate professor and massive learners’ comment data. It mines learner feedback master student supervisor of School of Journalism and Communication, information from comment data, and adopts the learner Shanghai International Studies University.tingwang1981@163.com Zhonghui Chen is a master student of School of International Education, opinions into the evaluation index system. The advantage of Shanghai International Studies University. vicky6371@126.com INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 8, NO. 1, OCTOBER 2019 20 this method is the unified evaluation criteria and flexible weight allocation, which make the evaluation result more objective. C. The Analytic Hierarchy Process III. RESEARCH METHODS Analytic hierarchy process is a systematic analysis methodology combining qualitative and quantitative approach. As shown in Fig.1, the research can be divided into five steps: It decomposes the factors affecting the conclusion into several data crawling, data preprocessing, selection of feature items to layers according to different attributes, and finally construct a build an evaluation model, establishment of a scoring panel to hierarchical structure model. Then uses a pairwise comparison determine the weight of each indicator, and finally converting matrix for each layer of factors. Compared in pairs, the the text sentiment orientation and intensity. This section relatively superior and inferior sequence of each evaluation presents the main mathematical model that was used in this index is arranged according to the nine-point ratio. At last, research. before calculating the relative weight of each layer, a consistency test should be carried out[8]. This method is widely Calculating Data Crawling Data Preprocessing Selecting Features Converting Text Sentiment Scores used to deal with complex decision problems. Weights IV. EXPERIMENTS AND RESULTS Fig. 1. Research Procedure After the text edit has been completed, the paper is ready for A. TF-IDF the template. Duplicate the template file by using the Save As The traditional method of calculating text similarity is based command, and use the naming convention prescribed by your on the idea of word2vec. Firstly, the text is divided into conference for the name of your paper. In this newly created separated words, and then convert the text after word file, highlight all of the contents and import your prepared text segmentation into a word vector[5]. By calculating the cosine file. You are now ready to style your paper; use the scroll down value between different word vectors, the text similarity is window on the left of the MS Word Formatting toolbar. obtained. Text clustering uses a similar approach, which A. Data Sources requires the text to be converted into different word vectors. In The research chose iCourse163.org as the target platform[9], order to improve the clustering effect, this study filtered out the on which has over 1,000 courses and 10 million enrollment unimportant words in the comment text. Before clustering, the times. According to the investigation, only those students who research used term frequency–inverse document frequency signed up for the course are eligible to comment on that course. (which is cited as TD-IDF for short), a simple text feature So, the existing comments appear to be concentrated during selection algorithm to get feature words. This algorithm can be certain periods of time. Compared with other online course understood as calculating the importance of a word in the platforms which have lots of nonsense comments, the quality of document. For the word i in document j, the TD-IDF value can the comment on iCourse163.org is relatively high. Adopting be calculated as (1): Selenium, an automatic web testing tool was used to write codes Count(𝑖,𝑗) 𝑁 of web crawlers. Ranking by popularity, the top 20 courses in 𝑤(𝑖, 𝑗) = 𝑡𝑓 × 𝑖𝑑𝑓 = × log( ) (1) Size(𝑗) 𝐷𝑜𝑐𝑠(𝑖,𝐷) 13 categories on the platform were captured. Finally, 62405 TF calculates the frequency of term i appearing in document comments data from 260 courses was obtained in total. j. IDF is obtained by dividing the total number of documents N B. Data Pre-processing by the number of documents containing i, and then taking the Step 1: Data cleaning. Based on Python Selenium, 62,405 logarithm of their quotient[6]. After multiplying the two values course reviews of 13 categories of courses on icouse163 of TF and IDF, the larger the number is, the more important the platform were captured. After preliminary analysis, the word is to the article. The most representative feature words in captured comment text was mixed with short comments that every single comment were selected out by filtering words have no evaluation subject, such as "66666", "perfect", "good, whose TF-IDF value was above 0.01. Finally, the feature words very good, very good", "strongly recommended", etc., which set is prepared as the original corpus of clustering. seriously interferes with the effect of clustering. In addition, B. K-means Clustering there is a wide gap between the amount of comment data of K-means is a traditional unsupervised clustering algorithm. various courses, which may easily cause errors in the extraction It divides a given sample set into K clusters so that the points of indicators. Therefore, this paper selects the review text within the cluster are as close as possible and the distance according to the following criteria: between the clusters is as far as possible[7]. This algorithm has  Randomly picking out 1000 pieces of data in each course high computational efficiency and fast convergence speed, category; however, it needs to set the number of clusters in advance, and  Each single comment should have more than 10 words; the clustering result fluctuates greatly by the k value.  Manually eliminating malicious slander and deliberately According to the researchers’ prior experience, the number praised comments. of cluster centers was set between 5 and 30. After repeating The comment data obtained at last will be combined together experiments and comparing the results, it is found that when the into one document for word segmentation and further text course comments of different categories were clustered clustering. separately and the clusters number was set between 8 and 12, Step 2: Word segmentation. The research uses open jieba the feature selection effect was more obvious. word segmentation system, which supports three modes: INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 8, NO. 1, OCTOBER 2019 21 accurate mode, full mode and search engine mode[10] and the categories and 14 subcategories of indicators that reflect the accurate model is used in this study. Moreover, the research learners’ most concern about online courses. By adding up the refreshed the custom dictionary by adding words like “online TD-IDF values of the feature words for each subcategory, it can courses”, “traditional courses”, “time arrangement”, “course be found that the order of interest in learners’ comments is the content”, “teaching materials” and other 22 words to improve learning effect, the quality of courses, teachers’ ability and the the accuracy of word segmentation. media factor. Among them, three indicators are of most Step 3: Selecting evaluation indicators. Firstly, use K-means importance, teaching style, content value, knowledge clustering algorithm. Then abandon clusters with unclear acquisition and application. The result shows that learners pay meaning and combine the clusters under different course the highest attention on those three aspects. categories. Eventually, it was found that the main focus of Step 4: Calculate the weight of indicators. Two experts in the learners’ comments can be divided into: the evaluation of online learning field and two students who have taken online teachers’ level, evaluation of curriculum quality, evaluation of courses were invited to build a four-person scoring group. Then learning effect and evaluation of the media. Through references with the help of Yaahp software[11], it turns people’s opinion to other relevant literature, indicators mentioned in the Chinese about the importance of each indicator into different weight of National Standards of Online Course, and the result from online course evaluation model. Since learners’ focus differs interviewing experts in relevant fields, four categories are between different course categories, the weight of each further subdivided. As shown in Table I, there are 4 major indicator should not apply the same norm to all courses. This TABLE I study attempts to build a flexible evaluation approach based on EVALUATION INDEX OF MOOC comments, through assigning different weights to different Category Subcategory Example Feature Words TFIDF course category. And here listed the evaluation index system for computer science categories. Teacher Teaching speed of speech, pronunciation, Step 5: Convert emotional score of the text. After Status clear expression, appealing voice, 0.0403 constructing the evaluation system, this study adopted full of emotion, volume, accent Personal charming, interesting, serious, SnowNLP[12], the python library for processing Chinese text Style careful, humorous, witty, gentle, 0.1871 to find whether learners hold positive or negative attitude elegant, natural, comfortable, towards the courses they learned. The result of the SnowNLP generous, amiable Teaching teacher-centered, student- sentiment analysis method is a decimal between 0 and 1 (the 0.3643 Method centered, task-driven closer to 1, the higher the probability that the opinion is Course Time positive). So the last step is converting this value to the five- tight schedule, rush, course Arrangemen 0.0308 t schedule, flexible schedule level scoring system which refers to the following criteria: Content course content, practical, values less than 0.2 is equivalent to 1 point, which means very Value knowledge, informative, specific, 0.3508 unsatisfactory; two points for values between 0.2 and 0.4, novel, boring, depth, targeted Content easy to understand, fundamental, which means unsatisfactory; three points for values between 0.4 Difficulty simple, basic, courses for and 0.6, which means neutral feelings; four points for values 0.1980 beginners, preliminary, difficulty, between 0.6-0.8, which means satisfactory; five points for complex, advanced Teaching discussion, communication, values higher than 0.8, which means very satisfactory. Activity imitation, simulation, C. Reults comparison, interpretation, 0.1489 assignments, comments, For further analysis of the specific situation of learner interaction comment in various courses, this study chooses 49863 Learning Problem inspiration, ideas, analysis, solve, Outcome Solving relation, practice, experience 0.1587 comments online comments from icourse163.org, and Knowledge organizes them into 13 source files according to the categories. Acquisition understand, theory, apply, 0.5499 As shown in Fig.2, the result was transformed into a bar graph. and concept, term, memory, recite Moreover，the research choose the course review data of two Application Learning important, needed, worthy, similar courses, Python programming and Fundamental Python Motivation helpful, useful, complementary, 0.1610 Application from icourse163.org as samples. The automatic interesting scoring experiment is conducted according to the evaluation Other system constructed above. The final score of the course is 4.85 gain, broaden, expand, improve, Comprehens 0.2149 develop, benefit and 4.94, while the scores of the two courses on the platform’s ive Abilities Media Function of Platform, MOOC, form, subtitle, course details page are both 4.9. The specific score of each Platform bilingual, interactive, certificate, 0.1159 indicator is shown in Table II. download, browse, update, app Supporting courseware, PPT, reference, Resources teaching materials, books, 0.1356 handouts, textbooks, video, V. DATA ANALYSIS software, bibliography, code Courseware illustrated, graphic, animation, 0.0305 A. Learners’ Focus Varies from Course Category Design rough, fuzzy, elaborate As shown in Fig.2, the researcher found that in the process of evaluating the quality of online courses, learners’ focus INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 8, NO. 1, OCTOBER 2019 22 choosing the courses suit them. Therefore, teachers and TABLE II EXPERIMENT RESULT institutions that provide computer courses should analyze the Category Subcategory Weight Python Fundamental learner's pre-requisite ability first. They should clarify the target program- Python learner group, and develop courses with a clear level of ming Application difficulty. Teacher Teaching Status 0.03 4.78 4.5 Personal Style 0.014 4.98 4.98 For foreign language and economics courses, teachers appear Teaching Method 0.086 4.98 4.95 to be more concerned in learners’ comments. Learners of Course Time foreign language courses pay more attention to teaching status 0.03 4.72 5 Arrangement Content Value 0.15 4.95 5 such as teachers’ accent and voice speed. Learners of Content Difficulty 0.26 4.95 4.98 economics courses have the highest attention to the teacher's Teaching Activity 0.05 4.81 5 personal style such as teachers’ instructional skills and abilities. Learning Problem Solving 0.09 4.85 4.86 Outcome Knowledge Leaners really care about whether the theories of economics can Acquisition and 0.15 4.96 4.95 be illustrated well. Application Learners of medicine and health, engineering and foreign Learning Motivation 0.04 4.9 4.97 language courses are most concerned about the value of the Other course content. The focus of the students’ discussion is whether Comprehensive 0.02 4.98 5 the knowledge structure is comprehensive and clear. When Abilities designing such courses, course providers should focus on the Media Function of 0.019 4.89 4.6 selection of course content and keep it up-to-date to ensure the Platform Supporting 0.053 4.69 4.7 popularity of the course. Resources In addition, learners of foreign language, science, Courseware 0.008 4.82 5 engineering and computer courses are more concerned about Design Total 1 4.8525 4.9428 the acquisition of courseware resources, and learners of law courses have the highest attention to the functions of the platform. varies from courses category to a great extent because of different learning objectives and academic backgrounds. B. Analysis of Experiment Data Giving score automatically by capturing course comments, two courses with similar content and the overall score of 4.9 1.00 turned out to be different in many aspects. The course offered by Peking University has better designed courseware, and 0.80 achieved higher scores than the National Quality Courses offered by Beijing Institute of Technology in terms of the 0.60 courses and learning outcomes. However, Beijing Institute of Technology scored higher in the evaluation of teachers. And it 0.40 turns out that the Python Programming course has a team consists of three teachers and Fundamental Python Applications 0.20 is only equipped with one teacher. The experiment shows that the evaluation system and the 0.00 automatic scoring approach are of certain values. Compared with the past, learners can only select courses through a rough overall score, the automatic scoring system can get specific scores of 14 indicators. This new approach can extract more Teaching Status Personal Style feedback information, and proved to be efficient. It is especially Teaching Method Time Arrangement suitable for comparing courses with a large number of reviews. Content Value Content Difficulty Teaching Activity Problem Solving It can effectively save learners’ time to evaluate the quality of Knowledge Acquisition and Application Learning Motivation online courses. At the same time, the platform can find users’ Other Comprehensive Abilities Function of Platform focus by analyzing comment data under different courses. For Supporting Resources Courseware Design example, learner A pays more attention to the teacher's teaching Fig. 2. Learner Focus Distribution status, and the learner B hopes that the course provides more resources. The platform can preferentially recommend courses The specific conclusions and related recommendations are with higher scores in these two different indicators, which helps shown as follows: the platforms to optimize their personalized recommendation Learners of computer courses pay more attention to the for different users when the score of the two courses is close. difficulty of the course content than the learning effect. That may be caused by the different prerequisite skills required for computer courses. For learners, they will spend more time to INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 8, NO. 1, OCTOBER 2019 23 VI. CONCLUSION By capturing learners’ comment data of the online course, this study selects the course quality indicators that the learners concerned most into four categories and fourteen subcategories. Then calculate the weight of indicators through the analytic hierarchy process, which differs from categories. Finally, use SnowNLP to automatically obtain the emotional orientation and intensity of the comment text to give scores to courses automatically. This approach helps learners eliminating the cost of searching for high quality massive online courses and avoid wasting valuable trail learning time. Secondly, it helps the course platform to locate the learners’ focus and attitude towards particular courses, which make it easier for them to upgrade the function of personalized recommendation. Finally, it can effectively avoid the fake comments, providing more detailed and objective scores. In summary, this study explores a new method of course scoring by using natural language processing technology, and make full use of swarm intelligence to construct a flexible online course evaluation system. REFERENCES [1] Gillis, L., Quality standards for evaluating multimedia and online training: everything you need to rate multimedia and online courseware; yields quality rating" Score" for courseware; developed and fieldtested with trainers, instructional designers, and developeres; based on the latest research in cognition, insturcional design, usability, and evaluation. 2000: McGraw-Hill. [2] Phipps R, M.J., Quality on the Line: Benchmarks for Success in Internet- Based Distance Education. 2000. [3] Fernández, M., B.R.,Silvera,J.L.S,&Meneses,E.L., Comparative between quality assessment tools for MOOCS:ADECUR vs Standard UNE66181:2012. Universities and Knowledge Society journal, 2015. 12(1): p. 131-144. [4] Yousef, A.M.F., etal, What drives a successful MOOC? An empirical examination of criteria to assure design quality of MOOCs. Advanced Learning Technologies (ICALT), in 2014 IEEE 14th International Conference on IEEE. 2014. p. 44-48. [5] X, R., word2vec parameter learning explained. arXiv preprint arXiv, 2014. 1411.2738. [6] Ramos, J. Using tf-idf to determine word relevance in document queries. in Proceedings of the first instructional conference on machine learning. 2003. [7] k-means clustering. Available from: https://en.wikipedia.org/wiki/K- means_clustering. [8] Saaty, T.L., What is the analytic hierarchy process?, in Mathematical models for decision support. 1988, Springer. p. 109-121. [9] Home Page of the Platform. [cited 2019; Available from: https://www.icourse163.org/. [10] jieba. Available from: https://github.com/fxsjy/jieba. [11] yaahp. Available from: http://www.metadecsn.com/yaahp/. [12] SnowNLP. Available from: https://github.com/isnowfy/snownlp. INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 8, NO. 1, OCTOBER 2019 24 Global Influence Analysis of Wuxi World Internet of Things Exposition Yuanmeng Bi, Ting Wang, Xinyu Liu and Zhuqing Liu Abstract—With the implementation of the innovation-driven influence of the expo not only has very important social and development strategy and "The Belt and Road" strategy, economic value, but also has positive reference value and China's Internet of Things (IoT) technology has made rapid guiding significance for other similar activities in the future. progress, and the annual Wuxi World Internet of Things At present, there are few studies on the global impact of Exposition (WIoT) has become a grand event in the IoT international conferences related to the Internet of things at industry. This study starts from the coverage about WIoT in the home and abroad. There is not much research on the impact international media database and search engine, and relevant of other big international events. In recent years, some discussions on social platforms and takes WIoT as an example researchers have used analytic hierarchy process, gray to explore its international influence. Based on the quantitative relational comparison method, cluster analysis method, fuzzy methods, this study believes that although WIoT has more rating method, linear regression analysis and other methods to international influence than other similar domestic conferences, study the international influence of the 2010 Shanghai World its overall level of international influence is not high enough and has a great potential in the future. At the same time, some Exhibition or Exposition (EXPO). These provided a feasible suggestions are presented to promote the high-quality idea for the influence research of WIoT. development of WIoT and enhance its global influence. This research mainly bases on Factiva database [1], Google search and 4 social platforms: YouTube, Facebook, Keywords—Wuxi World Internet of Things Exposition; Twitter, Instagram. According to the attention data of Innovation driven; The Belt and Road; International Influence; international media and social platforms to WIoT, this Data Analysis research uses quantitative analysis method to analyze the world influence of WIoT from the perspective of the situation I. INTRODUCTION of concern to users of social platforms and news reported by w uxi World Internet of Things Exposition (WIoT) is one of the largest expos in Chinese Internet of Things (IoT) industry. Since 2016, it has been held in Wuxi national sensor the world's mainstream media. This research also proposes suggestions about how to expand the world influence of WIoT. network innovation demonstration zone every autumn. The II. RESEARCH ROUTE expo gathers the world's most cutting-edge IoT information and top innovative resources and provides a platform for This research employs the quantitative analysis method. communication and cooperation for the new generation of Firstly, collect news information related to 2018 WIoT from global information technology innovation, industrial progress three dimensions -- news database, search engine and social and integrated development. Compared with the previous two platform. Then divide the information in each dimension by expos, WIoT 2018 has a larger scale, higher quality and region. Thirdly, conduct text analysis on the information broader influence. During the expo, 113 domestic and based on natural language processing technology, including overseas media including 253 journalists worked together to word frequency and word cloud statistics. Fourthly, analyze spread the prosperous situation of the expo. and compare the content of word cloud between China and Wuxi expo takes the title of "world", which reflects the foreign countries. This method comprehensively selects data expectation of the organizer for the global communication of from the full text, and then objectively reflects the coverage the IoT industry. However, there has been no previous content and related fields of domestic and foreign mainstream research on whether the expo has achieved the original goal media of WIoT, which is convenient for in-depth analysis. It of influencing the global IoT. This will not only raise belongs to the mainstream analysis method and is easy to be questions about the effect of similar meetings, but also bring popularized and used for reference in other similar fields. about a series of decision-making issues. However, it is difficult to quantify the international influence and guide the III. ANALYSIS BASED ON FACTIVA DATABASE next step. Therefore, the analysis of the international A. Longitudinal analysis of the global influence of WIoT This research is supported by the grant of Production, Teaching and Wuxi has hosted the China international IoT expo since Research Innovation Fund by Science and Technology Development 2010. In 2016, the first WIoT was successfully held. With the Center of China Ministry of Education (2018A01021), General Scientific continuous expansion of WIoT scale, the world's mainstream Research Project by Shanghai International Studies University media attention to the expo has further increased. The total (2018114045), Key Soft Science Research Project by Wuxi Association for number of mainstream news reports about the fair in Factiva Science and Technology (kx-18-d31). Yuanmeng Bi is with School of Journalism and Communication, database has climbed slightly since 2017, and the first Shanghai International Studies University, vanmobi@163.com. webpage news appeared in 2018, as Table I shows. Ting Wang, PhD, corresponding author, Associate Professor and Master Student Supervisor of School of Journalism and Communication, Shanghai TABLE I. International Studies University, tingwang1981@163.com. THE NUMBER OF MAINSTREAM MEDIA SEARCHED IN FACTIVA Xinyu Liu is with School of Journalism and Communication, Shanghai International Studies University, xinyushuling@163.com. Year publication news page news total growth Zhuqing Liu is with School of Journalism and Communication, Shanghai 2016 9 0 9 0 International Studies University, 2509908191@qq.com 2017 17 0 17 88% 2018 15 2 17 0 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 8, NO. 1, OCTOBER 2019 25 B. Analysis based on the number of news coverage languages. However, they do not include a wide range of In Factiva, the translated results of 10 different languages fields and are not deep enough. Fig.1 and Fig.2 show word of "2018 World Internet of Things Exposition" are used as cloud and word frequency ranking of news coverage. key words to conduct a multilingual search. 17 English reports were obtained, while there are no relevant reports in other languages, as Table II shows. China, Pakistan, Venezuela, America and Spain are included after grouping these reports by region. Despite a small increase in news number, the total of 17 stories is still too small. The reports are mainly from China Daily, a local newspaper, with 12 articles. Chinese domestic media pay close attention to WIoT and hope to promote it to the world. However, the expo has not received extensive attention from the world's mainstream media, especially well-known western media such as the New York Times, The Times and so on, as well as well-known news agencies such as the AP and Reuters. WIoT does not have a critical influence in the world. Details are shown in Fig.1. Word cloud of WIoT (top 200 in word frequency ranking) Table III. TABLE II. RESULTS OF A MULTILINGUAL SEARCH IN FACTIVA Language WIoT translation Number English World Internet of Things Exposition 17 Japanese 世界 IOT 博覧会 0 Korean 세계 사물 네트워크 박람회 0 Arabic ال عال م ية األ ش ياء إن ترن ت معرض 0 German World Internet of Things Ausstellung 0 French Exposition mondiale sur l'internet des objets 0 Spanish Exposición mundial de internet de las cosas 0 Russian Всемирная ярмарка 0 Portuguese Mundial Internet de Exposição Coisas 0 Italian L’esposizione universale dell’ Internet delle 0 cose TABLE III. SOURCES OF RELEVANT REPORTS FOR THE 2018 WIOT Sources Country Number China Daily - All sources China 12 The News International Pakistan 1 Fig.2. Word frequency of WIoT (top 50 in word frequency ranking) PR Newswire - All sources America 1 Latin American Herald Tribune Venezuela 1 V. ANALYSIS ON THE DIFFERENCES BETWEEN CHINESE AND FOREIGN MEDIA REPORTS IoT Evolution America 1 EFE News Service Spain 1 A. Analysis based on Chinese media The reports of Chinese state-run newspaper China Daily IV. ANALYSIS BASED ON GOOGLE SEARCH focus on data collection and analysis technology, cloud computation, smart home, network security, world Internet On the Google search engine, relevant reports are cloud platform, wireless interactive information technology searched with the keyword of "2018 Wuxi World Internet of and other IoT technology projects that have Chinese features. Things Exposition", and the period from September 1, 2018 And the reports highlight the rapid development of China's to October 31. Nearly 30 English links are obtained, with 20 IoT technology and present that WIoT has a large scale and valid pages and 2 repeated pages [2-23]. After removing wide scope. Among them, China's Huawei, Alibaba and other duplication, the number of reports released by Chinese world-renowned enterprises are mentioned in the report[24- government, media and corporate websites was 7, accounting 29]. Table IV shows the industries and times mentioned in for 35%. Most pages belong to business news, about 12 relevant reports. articles, accounting for 60%. The content mainly involves 5G Internet of vehicles, biopharmaceuticals and other fields, with TABLE IV. AstraZeneca, Huawei, Audi and other companies attracting THE MOST MENTIONED INDUSTRIES IN CHINA DAILY RELEVANT REPORTS more attention. The reports cover Europe, Asia, North America, Latin America and other regions, covering English, Industry Number Japanese, Korean, Spanish, Russian and other languages. IoT 12 Among them, there are 19 words with word frequency of cloud computation 4 more than 20, among which the words related to fields include application 2 "drugs", "SAS", "AstraZeneca", "patients", "cancer", home network/smart appliances 2 "Soriot", "V2X" and "Audi", mainly focusing on the two major fields of health and automobile. It can be seen that the mobile communication service 2 Google search results related to WIoT have numerous Network Service Provider(NSP) 2 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 8, NO. 1, OCTOBER 2019 26 B. Analysis based on foreign media Foreign reports focus on news events related to their own country, while there are few reports on China's science and technology. For example, IoT Evolution (US) reported that American software company SAS was selected as the IoT analysis partner in Wuxi High-tech Zone. Reuters only focused on the development prospect of AstraZeneca in China and did not pay much attention to the expo itself. In contrast, Alibaba and Huawei, which appear on the expo, are more concerned with the international media, while relevant information on the expo itself is presented in the report as additional information."526 exhibitors from 20 countries and regions, including Microsoft, Chinese giants Fig.3. Word cloud of China Daily (top 200 word frequency ranking) Alibaba and Huawei, participated in the event co-hosted by the ministry of industry and information technology, the ministry of science and technology and the people's government of Jiangsu province," the Latin American Herald Tribune said. Table V shows the number of Chinese enterprises and administrative units. It can be observed that foreign media pay more attention to Chinese exhibitors than to the organizers. TABLE V. CHINESE ENTERPRISES AND ADMINISTRATIVE UNITS MENTIONED IN FOREIGN MEDIA REPORTS Chinese Enterprises/Administrative units Number Huawei 18 Alibaba 10 Fig.4. Word cloud of foreign media (top 200 word frequency ranking) Ministry of Industry and Information Technology 3 the Government of Jiangsu Province 3 Ministry of Science and Technology 2 Wuxi Internet of things Innovation Center 2 Wuxi High-tech Zone 1 C. Comparative analysis based on Chinese and foreign media reports It can be seen from the word cloud of China Daily that Chinese media focus on conference, Internet of vehicles, smart city, data security, cloud computing, etc., while foreign media pay more attention to foreign enterprises, famous Chinese enterprises, health, 5G, Internet of vehicles, etc. Through word frequency comparison, it can be found that:  Chinese and foreign media pay close attention to Internet of vehicles and Huawei.  Foreign media pay much attention to health, while Chinese media ignore health. Fig.5. Word frequency of China Daily (top 50 in word frequency ranking)  Foreign media pay more attention to Huawei than to Alibaba.  Foreign media focus on AstraZeneca, Audi and other foreign enterprises.  Even at the WIoT, Chinese media do not focus on foreign companies, but more on domestic companies. Through comprehensive analysis, it can be seen that there are great differences between Chinese and foreign media on the focus of the coverage of the expo. Fig.3 shows the word cloud of China Daily, and Fig.4 shows the word cloud of foreign media. Fig.5 shows the word frequency of China Daily, and Fig.6 shows the word frequency of foreign media. Fig.6. word frequency of Foreign media (top 50 in word frequency ranking) INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 8, NO. 1, OCTOBER 2019 27 VI. ANALYSIS BASED ON FOUR MAJOR GLOBAL SOCIAL MEDIA A. Analysis based on the posting on social media The keyword "2018 World Internet of Things Exposition" is respectively searched on YouTube, Twitter, Facebook and Instagram, and the results are shown in Table VI. It can be seen that the number of posts and attention paid to China WIoT on the four major global social media are negligible. The average social platform has only about 10 related posts and the communication scope is also narrow. Most of the posted accounts are domestic accounts, and the number of messages, like and repost is nearly zero. The social media posts are unfocused. 81.58% of the posts focus on the period of the expo, which has a small time span. The international publicity of the expo is weak, the exposure rate is not high, Fig.7. Word cloud of four social platforms (top 200 in word frequency the attention and response effect is not obvious, and the ranking) international influence is very limited. B. Analysis based on word cloud and word frequency data From the word cloud and word frequency of posts on the four major social platforms, "Wuxi", "2018", "IoT", "China" and other description about the convening of the expo have higher word frequency. This proves that related post information focus on the convening of the expo. As for the content of the expo and the information such as the progress of the IoT technology, posts on social media do not pay enough attention, and lack enough depth and breadth. On the one hand, it shows that the global publicity of the expo is not enough and the content is simple. On the other hand, it shows that the international audience has a weak understanding of the expo and its international influence is weak. Fig.7 shows the word cloud of the four social platforms, and Fig.8 shows the word frequency of the four social platforms. Fig.8. Word frequency of the four social platforms (top 50 in word frequency ranking) TABLE VI. POSTING INFORMATION OF THE FOUR MAJOR SOCIAL PLATFORMS RELATED TO THE 2018 WIOT Platforms Time Number Assigned to China Page views Like Repost Message YouTube 9.18-9.19 5 4 39 0 0 0 Twitter 9.7-9.19 16 12 N/A 160 44 4 Facebook 9.7-9.18 17 16 N/A 1672 975 59 Instagram 无 0 0 0 0 0 0 VII. HORIZONTAL ANALYSIS OF WIOT GLOBAL INFLUENCE keyword searching results, few are highly relevant to the expo itself, and most posts are related to the cities of Beijing and The major influential expositions held by the Internet of Shanghai. Fig.9 is the comparison chart of information things industry in China in 2018 are as follows: 2018 World quantity of domestic IoT expositions and Table VII is the Internet of Things Exposition (WIoT), 2018 International analysis and comparison of international influence of Internet of Things Exposition (IoTE), 2018 China domestic IoT expositions. International Internet of Things Exposition (CIoTE), 2018 China (Shanghai) International Internet of Things Exposition and Forum (IoTEF), 2018 Asia International Internet of Things Exposition (AIoTE), 2018 World Internet of Things Convention (WIoTC) etc. From the amount of news coverage about the six expositions according to Factiva database, WIoT has the largest number of reports. From Google news searches, IoTEF held in Shanghai, AIoTE held in Beijing and WIoTC have a higher number of search. But this is closely related to the fact that Shanghai and Beijing have gradually become international metropolises with high influence in the world. From the posting amount of the four social platforms, the overall number of posts of the six expos is consistently low. In comparison, WIoT has a higher exposure rate on social Fig.9. Information quantity comparison of domestic IoT industry platforms in general. In YouTube, the results of IoTEF, expositions AIoTE and WIoTC are similar to the Google search, showing abnormally high posts amount. Nonetheless, in all the INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 8, NO. 1, OCTOBER 2019 28 TABLE VII. "China International Internet of Things Exposition" in Wuxi ANALYSIS AND COMPARISON OF INTERNATIONAL INFLUENCE OF DOMESTIC IOT EXPOSITIONS was renamed as "World Internet of Things Exposition" in 2016, the role of Wuxi IoT expo changed from providing a WIoT IoTE CIoTE IoTEF AIoTE WIoTC platform for China to exchange and display IoT technologies Host Place Wuxi Shenzhen Xiamen Shanghai Beijing Beijing Time(2018) 18.9 18.7 18.7 18．10 18.6 18.10 to a worldwide gathering of IoT. Under the guidance of Factiva 17 0 0 0 0 9 development strategy of national innovation drive, Wuxi Google 21 1 4 77 50 42 closely relies on the innovation of the national innovation Twitter 16 0 0 0 0 8 platform advantages, participates in controlling world IoT Facebook 17 1 0 0 0 3 YouTube development direction in the future. There will be more 5 2 0 24 31 77 Instagram 0 5 0 0 5 0 foreign advanced achievements of IoT to show to Wuxi WIoT. China needs to strengthen transnational technical Based on the data in Table VII, the relevant domestic IoT exchanges and communication, strives to enter the middle and conferences facing the world are analyzed. First, the influence high-end of the global IoT industrial chain, then constantly weight of each platform is established, as shown in Table expands the influence of WIoT. VIII. Second, the influence calculation formula is set, as B. Show China's IoT strength to the world under the shown in Formula (1). The calculation results are shown in Table IX. banner of well-known Chinese enterprises Under the background of "The Belt and Road" national 𝐈𝐧𝐟𝐥𝐮𝐞𝐧𝐜𝐞 𝐢𝐧𝐝𝐞𝐱 = ∑ 𝐍𝐮𝐦𝐛𝐞𝐫 𝐨𝐟 𝐬𝐭𝐨𝐫𝐢𝐞𝐬 𝐨𝐧 𝐚 𝐩𝐥𝐚𝐭𝐟𝐨𝐫𝐦 × strategy, Chinese enterprises take the initiative to implement 𝐖𝐞𝐢𝐠𝐡𝐭 𝐨𝐧 𝐚 𝐩𝐥𝐚𝐭𝐟𝐨𝐫𝐦 (1) "going out" strategy. Huawei, Alibaba and other companies have expanded their markets globally, established reputation By contrast, the 2018 WIoT in Wuxi ranks the second in internationally and become a window for the world to domestic exhibitions of the same type, indicating that it is understand the development of China's IoT. It provides new influential in international media. But at the same time, the ideas and opportunities for the publicity and reporting of number in Table IX also reflects that the overall development subjects that are more interesting to foreign audiences under of China's IoT industry has not attracted extensive attention the banner of well-known Chinese Internet of things from the international media globally, and the "international" enterprises and figures. At the same time, Chinese enterprises nature of the IoT expo still needs to be improved. should follow the example of international enterprises going TABLE VIII. abroad, develop their technological innovation ability, INFLUENCE WEIGHTS enhance their international influence, speak for China's Internet of Things, and let the world see China's strength. Platform Weight Calculation basis Highly recognized world's top C. Develop Chinese IoT technology that can lead the world Factiva 0.5 with distinctive features and innovation-driven authoritative news database development Google 0.1 The world's largest search engine From the attention of foreign media and social platforms on 2018 Wuxi WIoT, it can be seen that China's medical Total number of users: 5.2 billion, health and the IoT industry featured by 5G the Internet of Twitter 0.4*5/52=0.038 total weight: 0.4. 0.5 billion users in this category vehicles are receiving more and more attention and reports around the world, which brings a new opportunity to improve Total number of users: 5.2 billion, the global influence of Wuxi WIoT. With characteristic fields Facebook 0.4*20/52=0.154 total weight: 0.4. as the starting point and technological innovation as the 2 billion users in this category support, we can not only quickly highlight the IoT exposition, but also help to put the high-quality development of the IoT Total number of users: 5.2 billion, industry in Wuxi and even the whole country into practice as YouTube 0.4*19/52=0.146 total weight: 0.4. soon as possible. Only when the unique Chinese IoT takes the 1.9 billion users in this category lead in the world can the world IoT expo held in China have worldwide appeal and influence. Total number of users: 5.2 billion, Instagra 0.4*8/52=0.062 total weight: 0.4. D. Broaden publicity channels, extend publicity time, m 0.8 billion users in this category increase publicity languages and enhance promotion ability TABLE IX. Under the background of national "The Belt and Road" INFLUENCE RANKING OF INTERNATIONAL IOT EXPOSITIONS HELD IN CHINA 2018 strategy, the Internet of things, as an emerging industry in China, has been widely concerned by the international Ranking Exposition influence index host place community. As a brand of the IoT in China, the WIoT should 1 WIoTC 20.708 Beijing take advantage of "The Belt and Road" to expand its 2 WIoT 14.556 Wuxi 3 IoTEF 11.204 Shanghai influence. Firstly, more media, especially foreign media and 4 AIoTE 9.836 Beijing social media, can enter Wuxi WIoT by broadening the 5 IoTE 0.856 Shenzhen publicity channels. Secondly, extend the publicity time. The 6 CIoTE 0.4 Xiamen publicity time should not be limited to the time of the exhibition. Thirdly, expand the audience and influence of VIII. SUGGESTIONS TO ENHANCE THE INTERNATIONAL developing countries and those countries along "The Belt and INFLUENCE OF WUXI WIOT Road" through multilingual publicity. In addition, cooperate with some professional institutions to expand the ability in A. Increase the display of foreign science and technology multilingual and big data, so as to enhance the world influence With the rapid development of China, China has made a of Wuxi expo. lot of achievements in the field of Internet of things. After the INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 8, NO. 1, OCTOBER 2019 29 IX. CONCLUSION [10] Agencia EFE (2018). World expo on latest Internet of Things technology in China ends[DB/OL]. https://www.efe.com/efe/english/ As a grand event in the IoT industry, Wuxi WIoT has been world/world-expo-on-latest-internet-of-things-technology-in-china- expanding in scale and increasing in influence since 2016, and ends/50000262-3752968. has become an important IoT expo in China with certain [11] Latin American Herald Tribune (2018) [DB/OL].World expo on latest influence. However, its influence in the world is not Internet of Things technology in China ends. http://laht.com/article.asp?CategoryId=13936&ArticleId=2465423 significant. International media and social networks do not report and discuss much about the expo, and old well-known [12] Korea main chi business (business today) (2018). 마윈 조기은퇴 가능케한 비밀병기 '알리바바 파트너십'[DB/OL]. media pay little attention to it. In the future, Wuxi expo should http://news.mt.co.kr/mtview.php?no=2018091315555866977. adhere to innovation-driven development, improve the [13] Pharmaphorum.com (2018). AZ expands role in China, to include standard of the expo through cooperation with the global robots and health tech [DB/OL]. https://pharmaphorum.com/news/az- high-end IoT industry. At the same time, it should strengthen expands-role-in-china-to-include-robots-and-health-tech/. cooperation in the digital economy, artificial intelligence and [14] Fierce biotech (2018). AstraZeneca CEO outlines plans for medtech other frontier field and promote the construction of large data, expansion in China: Reuters [DB/OL]. https://www.fiercebiotech.com cloud computing, wisdom, urban construction. Facing all the /medtech/astrazeneca-ceo-outlines-plans-for-medtech-expansion- china-reuters. countries along "The Belt and Road", WIoT should strengthen [15] Verdict Media Limited (2018). AstraZeneca to exploit medtech as it multilingual publicity, find the right cut, create bright spots, expands in China [DB/OL]. https://www.medicaldevice- expand its influence and popularity, and strive to build the network.com/comment/astrazeneca-exploit-medtech-expands-china/. Chinese IoT brand that makes the world admire. [16] Gas goo (2018). Ford Motor tests C-V2X capable cars on public roads in China [DB/OL]. http://autonews.gasgoo.com/70015172.html. REFERENCES [17] Wheels.ae (2018). Audi and Huawei join forces to accelerate smart car [1] Wikipedia. (2018). Factiva [DB/OL]. https://en.wikipedia.org/wiki/ development [DB/OL]. https://wheels.ae/news/news-stories/article/ Factiva. 4932/audi-and-huawei-join-forces-to-accelerate-smart-car- [2] Chinese government website. (2018).Firms use IoT to ramp up added development. value [DB/OL]. http://english.gov.cn/news/top_news/2018/09/18/ [18] Mforum.ru (2018). Телеком: В Китае прошли успешные content_281476307888454.htm. масштабные испытания LTE-V2X [DB/OL]. [3] China Daily (2018).Countdown to 2018 World IoT Expo[DB/OL]. http://www.mforum.ru/ news/article/119795.htm . http://www.chinadaily.com.cn/a/201809/14/WS5b9b92d2a31033b4f4 [19] ]Huawei (English)(2018). WIoT 2018 Award for First LTE-V2X 656285.html. Commercial Solution Launched by Huawei and industry partners [4] Xinhua net (2018). World Internet of Things Exposition held in Wuxi. [DB/OL]. https://www.huawei.com/en/press-events/news/2018/9/ E China's Jiangsu[DB/OL]. http://www.xinhuanet.com/english/2018- wiot-2018-award-lte-v2x-commercial-solution. 09/15/c_137470203_2.htm. [20] Huawei.eu (Europa) (2018). Successful city-wide LTE-V2X field trial: [5] Wuxi News (2018). Latest IoT applications shine in Wuxi [DB/OL]. E fact sheet [DB/OL]. https://www.huawei.eu/sites/default/files/ China's Jiangsu. http://www.wuxinews.com.cn/2018-09/15/content_ Successful%20city-wide%20LTE-V3X%20field%20trials.pdf. 36921034.htm. [21] SAS (2018). SAS® IoT to power China’s Wuxi High-Tech Zone [6] Reuters（2018）. AstraZeneca plots China robot offensive to counter [DB/OL].https://www.sas.com/en_sg/news/press-releases/2018/ price cuts[DB/OL]. https://www.reuters.com/article/us-astrazeneca- september/iot-wuxi-ax-san-diego.html. china/astrazeneca-plots-china-robot-offensive-to-counter-price-cuts- [22] Audi (China) English website (2018). Audi China tests autonomous idUSKCN1LZ0HO. driving and connected infrastructure [DB/OL]. [7] Washington-post (2018). 5G is in reach. But only if we set the right http://www.audichina.cn/cn/brand/audi_china_en/audichina_news.det policies[DB/OL]. https://www.washingtonpost.com/opinions/5g-is- ail.news~pool~2018~03~Audi-China-tests-autonomous-driving-and- in-reach-but-only-if-we-set-the-right-policies/2018/09/26/9d5c322e- connected-infrastructure.html. c1c7-11e8-8f06-009b39c3f6dd_story.html. [23] ono-watch(2018).中国の無錫ハイテクゾーンに電力を供給する [8] India times (2018). AstraZeneca plots China robot offensive to counter SAS ® IoT [DB/OL]. https://monowatch.com/14960/. price cuts[DB/OL]. https://health.economictimes.indiatimes.com/ [24] Zhuang Qi, Zhou Wenbo. Data collection and analysis play pivotal role news/pharma/astrazeneca-plots-china-robot-offensive-to-counter- in development [J/OL].China Daily, 2018-09-15. price-cuts/65868127. https://global.chinadaily.com.cn/a/201809/15/WS5b9cb913a31033b4 [9] The News International (2018). 2018 World IoT summit begins in f46563bb.html. Wuxi aims to boost technology[DB/OL]. https://www.thenews. [25] Liu Xiuhong. Park signs $437M worth of deals at exposition [J/OL]. com.pk/latest/369325-2018-world-iot-summit-begins-in-wuxi-aims- China Daily, 2018-09-15. to-boost-technology. INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 8, NO. 1, OCTOBER 2019 30 Generating Linear Programming Questions Kannika Boonkasem, Tasanawan Soonklang*, and Thepchai Supnithi  questions increases attention for several reasons. On the one Abstract—Linear programming is a mathematical optimization hand, the question generation (QG) can be useful for technique which is widely used in business and industrial Question-Answering (QA) or Dialogue Systems [7]. On the enterprises. Thus, the linear programming is one of the important other hand, QG shows potential in the tasks related to modules for business and engineering students. This paper describes the method to create linear programming questions, knowledge assessment [8]. focused on the product-mix determination problem. The question Our QG systems will automatically generate questions for LP of this problem consists of many sentences related to each other. problem, focusing on product mix problem. In prior works The ontology is used as a knowledge representation. The questions [9]-[12], those questions normally used to ask for fact-based are produced by using template-based approach and evaluated by answers. Commonly, the question types are WH-questions, expert teachers. Our method shows promising results for which contain only a single sentence. Unlike previous works, automatically generating questions for linear programming exercises. our question comprises of many complex sentences, not only a single-sentence question. Moreover, the sentences in our LP Index Terms—linear programming problem, knowledge question is related to each other. Creating such questions, we representation, ontology, question generation must consider the context and meaning of the sentences. Thus, we use ontology as a knowledge representation with template-based approach for producing question. Our system I. INTRODUCTION can be used as a support tool for learning and developing the LP analysis skills. A LINEAR programming (LP) problem is a mathematical problem in which a linear function is maximized subject to given linear constraints. LP can used in varieties of business II. RELATED WORK problem such as transportation and distribution, production There are generally three approaches to question generation: scheduling, financial and tax planning, human resource syntax-based, semantic-based and template-based. planning, facility planning, fleet scheduling, and product mix An example of syntax-based approaches to question problem [1], [2]. At present, many researchers still work on generation can be found in work of [9]-[12]. Their approach is applying LP in various tasks. LP model was used to optimize the creating questions by analyzing sentence structures from text. water resource in irrigation [3]. The work of [4] applied LP to The extracted syntactic features include nouns, verbs, auxiliary find the appropriate quantity of raw materials in the production verbs, and prepositions which were used to created questions. process. Fagoyinbo and Ilesanmi [5] employed the application The advantage of this method is that it can be used to assign of LP in the area of personnel management to minimize the cost questions to any domain. However, these methods have of staff training. Ezema and Amakom [6] optimized profit by limitations including language dependencies ad-hoc using LP model in Golden Plastic Industry Limited. Thus, the transformations and complex syntactic formalisms. Which to LP model is one of the essential lessons in the quantitative analyzing structure sentences correctly must understand the analysis course for business administration students. This meaning of the sentences. Therefore, using semantics-based course aims to develop the ability of students in LP simulation. approaches are to some extent amenable these problems. To use the LP model in solving a problem efficiently, it depends Semantics-based approaches was proposed as the generation on the correctness of the model. Consequently, the students are techniques of multiple-choice question (MCQs) types based on required to improve their problem analysis skill. The students the node-label set and edge-label-sets of the instances in an can practice skills to create a model from LP question. ontology [13]. They introduced a technique called Creating these LP questions manually is very Label-set-Reduction to make the label-sets suitable for time-consuming for teachers. Providing a tool for generating generating MCQs by converting it to a reduced form (called questions, it will help the instructor to create many questions Reduced-node-label-sets). The work of [14] presented a method quickly. Nowadays, the process of automatically-generated for the automatic generation of exercise model based on an educational ontology. They used the semantic relations between K. Boonkasem is with the Department of Computing Faculty of Science, pedagogical objects of mathematical corpus to extract a model Silpakorn University, Thailand, e-mail: boonkasem_k@su.ac.th. that exploits some knowledge represent of set the parameters of *T. Soonklang is with the Department of Computing Faculty of Science, Silpakorn University, Thailand, e-mail: soonklang_t@su.ac.th. a pedagogical object such as theorem and definition. Similarly, T. Supnithi is with the National Electronics and Computer Technology the work described by [15] uses ontologies to generate Center, Thailand, e-mail: thepchai@nectec.or.th. INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 8, NO. 1, OCTOBER 2019 31 diagrammatic multiple-choice questions. They introduce Seven man-hours are required to make a table and 5 man-hours graph-based strategies, enabling the generation of choice are needed to make a chair. The manufacturer makes a profit of (correct answer and distractors) in the form of diagrams. The 30 Baht for each table and 20 Baht for each chair. system presented by [16] uses existing ontology to generated Formulate an LP model of this problem and maximize the multiple-choice analogy questions, they used three different profit.” ontologies: People and Pet Ontology, Pizza Ontology and Gene The construction of the LP model consists of 1) a list of all Ontology. Later, Lmati, Benlahmar and Achtaich [17] proposed targeted products. 2) a list of all raw materials and other an automatic process for the automatic generation of quizzes essential resources as inputs. 3) cost or net profit coefficients. 4) containing multiple-choice questions, answer and distractors each resource availability, and 5) the amount of each product. from ontologies. The most important feature of this work is the The structure of the product-mix determination problem has two elements of ontologies such as classes, properties and instances. parts: 1) content part, the contents of a question define a It will help increase the difficulty level of the questions that are relationship between the resources of products. The content part created. contains: resources, products, amount of resources, limited Unlike previous methods, template-based methods relied on resources, and value of product (profit or cost). From example create questions with a question template. It is any predefined above, first paragraph shows that the resources are timber and text with the placeholder variable to be replaced with content manpower. The products are the chairs and tables. Timber are from the source text. In addition, creating questions with used for making chairs and tables in different proportions. The question templates will create questions in conjunction with limited resources are labor hours and timber. The value of grammatical or semantic methods. The work of [18] generated product is the unit profit of a chair and table. 2) problem part, questions and answers based on ontology and question template. this part represents the objective of the question. The objective They use ontology create model the interesting domain, and use is to find an optimal solution of the problem (maximizing profit properties of concepts create a collection of question templates. or minimizing costs). From example above, the objective of this The system captures user’s questions matching to predefined question is shown in the second paragraph. It is to determine the templates and answers corresponding to template with the number of tables and chairs that the company should produce in highest score is returned. Alsubait, Parisa and Sattler [19] order to maximize profit. propose an approach to automatic question generation from medical documents based on question templates, which, IV. ONTOLOGY DESIGN question templates create by experts analyzed content from The purpose of this study is to design an ontology that covers article. Questions that were created can be used for evaluation the issues of the product-mix determination problem. The of learner’s comprehension after he/she finished a reading ontology is used to create the content part within a question. material. The template-based system of [20] is an approach to Before designing ontology, we manually collected 100 sample generate English question. In their work, they use OpenNLP questions of product-mix problem from websites and textbooks. open source statistical parser to generate the questions using Then, we analyzed these questions to find the concept and pattern matching strategy. relation. In this paper, we have focused only on generating questions We started with the base class Thing. Then, we added 5 from domain ontology and question templates. Our system can subclasses related to the component in content part, which are be used as a supported tool for learning and developing the Producer, Product, Resource, and Classifier classes. Later, these skills of students. subclasses were completed with entities and their subclasses. The relationship divided into three types: 1) a hierarchy of III. THE LINEAR PROGRAMMING PROBLEM relationships (is-a hierarchy), 2) a composition (part-of) and, 3) The product-mix determination problem involves relationship representation of members of the class determining the optimal production level of different products (instance-of/ins-of). Details and the relationships of each class for profit maximization of cost minimization while resources are as follows: are limited. It is the problem that the students should learn in 1) Superclass Classifier is a unit of time and unit quantity of early stage to conceptualize and understand the constraints in the products or production resources. It has subclass optimization problem. Examples of product-mix determination ClassifierAbstract and ClassifierPhysical classes. problem is shown below. 2) ClassifierAbstract class has the instance data which are “A manufacturer wishes to determine the number of tables abstract words related to unit and type. and chairs to be made in order to optimize the use of his 3) ClassifierPhysical class has four subclasses: Countable, available resources. These products utilize two different types Measure, Time and Weight classes, which are unit of the of timber and he has on hand 3000 board feet of the first type products or resources such as meters, liters, foots, hours, and 2500 board feet of the second type. He had 2000 minutes, pieces, bars, centimeters (cms), and kilograms man-hours available for the total job. Each table and chair (kgs) etc. require 4 and 3 board feet respectively for the first type of 4) Class Producer is product manufactures’ names. timber, and 3 and 5 board feet for the second type of timber. 5) Superclass Resource contains resources for products. It has 
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