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       i Preface Welcome to the Volume 6 Number 1 of the International Journal of Design, Analysis and Tools for Integrated Circuits and Systems (IJDATICS). This volume is comprised of research papers from the International Conference on Recent Advancements in Computing, Internet of Things (IoT) and Computer Engineering Technology (CICET), October 23-25 2017, Taipei, Taiwan. CICET 2017 is hosted by The Tamkang University amid pleasant surroundings in Taipei, which is a delightful city for the conference and traveling around. CICET 2017 serves a communication platform for researchers and practitioners both from academia and industry in the areas of Computing, IoT, Integrated Circuits and Systems and Computer Engineering Technology. The main target of CICET 2017 is to bring together software/hardware engineering researchers, computer scientists, practitioners and people from industry and business to exchange theories, ideas, techniques and experiences related to all aspects of CICET. This year CICET 2017 has selected Big Data as its central theme. Big Data is in a unique position in computing in that it is not only one of the hottest research areas but has become a competitive necessity in most industries. With the growth of mobile computing, the IoT and the associated increase in data collection capabilities, the volume and variety of data available will only increase. However, in order to effectively and securely collect and utilize these data, new computational tools, models, and platforms need to be created. Because of the practical nature of Big Data, this needs to happen in parallel with the development of industry policies, standards, and applications in order for these new techniques to address and inform the needs of industry. The Program Committee of CICET 2017 consists of more than 150 experts in the related fields of CICET both from academia and industry. CICET 2017 is hosted by The Tamkang University, Taipei, Taiwan and supported by:  Research Institute of Big Data Analytics, Xi’an Jiaotong-Liverpool University, China  Swinburne University of Technology Sarawak Campus, Malaysia  Baltic Institute of Advanced Technology, Lithuania  Taiwanese Association for Artificial Intelligence, Taiwan  VersaSense, Belgium  International Journal of Design, Analysis and Tools for Integrated Circuits and Systems  International DATICS Research Group ii The CICET 2017 Technical Program includes 1 keynote and 20 oral/poster presentations. In addition, a PhD/MSc student paper session is established in CICET 2017. The purpose of this PhD/MSc student paper session is to publicize the content of prospective student's projects to the society as well as to respond to the needs of the global social community. Meanwhile, this PhD/MSc student paper session aims to provide learning experience for students and broaden their horizons through discussions during CICET 2017. We are beholden to all of the authors and speakers for their contributions to CICET 2017. On behalf of the program committee, we would like to welcome the delegates and their guests to CICET 2017. We hope that the delegates and guests will enjoy the conference. Ka Lok Man Woonkian Chong Owen Liu Chairs of CICET 2017 CICET 2017 Organization Honorary Chairs  Steven Guan, Research Institute of Big Data Analytics and Xi’an Jiaotong-Liverpool University, China  Jian-Nong Cao, Hong Kong Polytechnic University, Hong Kong Advisory Board  Hui-Huang Hsu, Tamkang University, Taiwan  Paolo Prinetto, Politecnico di Torino, Italy  Massimo Poncino, Politecnico di Torino, Italy  Joongho Choi, University of Seoul, South Korea  Michel Schellekens, University College Cork, Ireland  M L Dennis Wong, Heriot-Watt University, Scotland  Vladimir Hahanov, Kharkov National University of Radio Electronics, Ukraine  I-Chyn Wey, Chang Gung University, Taiwan  Chun-Cheng Lin, National Chiao Tung University, Taiwan General Chairs  Ka Lok Man, Xi’an Jiaotong-Liverpool University, China; and Swinburne University of Technology Sarawak, Malaysia  Woonkian Chong, Xi’an Jiaotong-Liverpool University, China  Owen Liu, Xi’an Jiaotong-Liverpool University, China Local Chair  Chien-Chang Chen, Tamkang University, Taiwan iii Industrial Liaison Chair  Gangming Li, Xi’an Jiaotong-Liverpool University, China Publicity Chairs  Vincent Ng, The Hong Kong Polytechnic University, Hong Kong  Neil Y.(Yuwen) Yen, The University of AIZU, Japan  Patrick HangHui Then, Swinburne University of Technology Sarawak, Malaysia Program/Workshop Chairs  Tomas Krilavičius, Baltic Institute of Advanced Technologies and Vytautas Magnus University, Lithuania  Seungmin Rho, Sungkyul University, South Korea  Sheung-Hung Poon, University of Technology Brunei, Brunei Darussalam  Chuck Fleming, Xi’an Jiaotong-Liverpool University, China  Yujia Zhai, Xi’an Jiaotong-Liverpool University, China Program Committee  Alberto Macii, Politecnico di Torino, Italy  Wei Li, Fudan University, China  Emanuel Popovici, University College Cork, Ireland  Jong-Kug Seon, System LSI Lab., LS Industrial Systems R&D Center, South Korea  Umberto Rossi, STMicroelectronics, Italy  Franco Fummi, University of Verona, Italy  Graziano Pravadelli, University of Verona, Italy  Yui Fai Lam, Hong Kong University of Science and Technology, Hong Kong  Jinfeng Huang, Philips &LiteOn Digital Solutions Netherlands, The Netherlands  Jun-Dong Cho, Sung Kyun Kwan University, South Korea  Gregory Provan, University College Cork, Ireland  Miroslav N. Velev, Aries Design Automation, USA  M. Nasir Uddin, Lakehead University, Canada  Dragan Bosnacki, Eindhoven University of Technology, The Netherlands  Milan Pastrnak, Siemens IT Solutions and Services, Slovakia  John Herbert, University College Cork, Ireland  Zhe-Ming Lu, Sun Yat-Sen University, China  Jeng-Shyang Pan, National Kaohsiung University of Applied Sciences, Taiwan  Chin-Chen Chang, Feng Chia University, Taiwan  Mong-Fong Horng, Shu-Te University, Taiwan  Liang Chen, University of Northern British Columbia, Canada  Chee-Peng Lim, University of Science Malaysia, Malaysia  Salah Merniz, Mentouri University, Constantine, Algeria  Oscar Valero, University of Balearic Islands, Spain  Yang Yi, Sun Yat-Sen University, China  Damien Woods, University of Seville, Spain  Franck Vedrine, CEA LIST, France  Bruno Monsuez, ENSTA, France  Kang Yen, Florida International University, USA iv  Takenobu Matsuura, Tokai University, Japan  R. Timothy Edwards, MultiGiG, Inc., USA  Olga Tveretina, Karlsruhe University, Germany  Maria Helena Fino, Universidade Nova De Lisboa, Portugal  Adrian Patrick ORiordan, University College Cork, Ireland  Grzegorz Labiak, University of Zielona Gora, Poland  Jian Chang, Texas Instruments, Inc, USA  Yeh-Ching Chung, National Tsing-Hua University, Taiwan  Anna Derezinska, Warsaw University of Technology, Poland  Kyoung-Rok Cho, Chungbuk National University, South Korea  Yuanyuan Zeng, Wuhan university, China  D.P. Vasudevan, University College Cork, Ireland  Arkadiusz Bukowiec, University of Zielona Gora, Poland  Maziar Goudarzi, Sharif University of Technology, Iran  Jin Song Dong, National University of Singapore, Singapore  Dhamin Al-Khalili, Royal Military College of Canada, Canada  Zainalabedin Navabi, University of Tehran, Iran  Lyudmila Zinchenko, Bauman Moscow State Technical University, Russia  Muhammad Almas Anjum, National University of Sciences and Technology (NUST), Pakistan  Deepak Laxmi Narasimha, University of Malaya, Malaysia  Danny Hughes, Katholieke Universiteit Leuven, Belgium  Jun Wang, Fujitsu Laboratories of America, Inc., USA  A.P. Sathish Kumar, PSG Institute of Advanced Studies, India  N. Jaisankar, VIT University. India  Atif Mansoor, National University of Sciences and Technology (NUST), Pakistan  Steven Hollands, Synopsys, Ireland  Siamak Mohammadi, University of Tehran, Iran  Felipe Klein, State University of Campinas (UNICAMP), Brazil  Eng Gee Lim, Xi’an Jiaotong-Liverpool University, China  Kevin Lee, Murdoch University, Australia  Prabhat Mahanti, University of New Brunswick, Saint John, Canada  Kaiyu Wan, Xi’an Jiaotong-Liverpool University, China  Tammam Tillo, Xi’an Jiaotong-Liverpool University, China  Yanyan Wu, Xi’an Jiaotong-Liverpool University, China  Wen Chang Huang, Kun Shan University, Taiwan  Masahiro Sasaki, The University of Tokyo, Japan  Shishir K. Shandilya, NRI Institute of Information Science & Technology, India  J.P.M. Voeten, Eindhoven University of Technology, The Netherlands  Wichian Sittiprapaporn, Mahasarakham University, Thailand  Aseem Gupta, Freescale Semiconductor Inc., Austin, TX, USA  Kevin Marquet, Verimag Laboratory, France  Matthieu Moy, Verimag Laboratory, France  RamyIskander, LIP6 Laboratory, France  Chung-Ho Chen, National Cheng-Kung University, Taiwan  Kyung Ki Kim, Daegu University, Korea  Shiho Kim, Chungbuk National University, Korea  Hi Seok Kim, Cheongju University, Korea  Brian Logan, University of Nottingham, UK v  AsokeNath, St. Xavier’s College (Autonomous), India  Tharwon Arunuphaptrairong, Chulalongkorn University, Thailand  Shin-Ya Takahasi, Fukuoka University, Japan  Cheng C. Liu, University of Wisconsin at Stout, USA  Farhan Siddiqui, Walden University, Minneapolis, USA  Katsumi Wasaki, Shinshu University, Japan  Pankaj Gupta, Microsoft Corporation, USA  Masoud Daneshtalab, University of Turku, Finland  Boguslaw Cyganek, AGH University of Science and Technology, Poland  Yeo Kiat Seng, Nanyang Technological University, Singapore  Tom English, Xlinx, Ireland  Nicolas Vallee, RATP, France  Rajeev Narayanan, Cadence Design Systems, Austin, TX, USA  Xuan Guan, Freescale Semiconductor, Austin, TX, USA  Pradip Kumar Sadhu, Indian School of Mines, India  Fei Qiao, Tsinghua University, China  Chao Lu, Purdue University, USA  Ding-Yuan Cheng, National Chiao Tung University, Taiwan  Pradeep Sharma, IEC College of Engineering & Technology, Greater Noida, GB Nagar UP, India  Ausra Vidugiriene, Vytautas Magnus University, Lithuania  Lixin Cheng, Suzhou Institute of Nano-Tech and Nano-Bionics (SINANO), Chinese Academy of Sciences, China  Yue Yang, Suzhou Institute of Nano-Tech and Nano-Bionics (SINANO), Chinese Academy of Sciences, China  Yo-Sub Han, Yonsei University, South Korea  Hwann-Tzong Chen, National Tsing Hua University, Taiwan  Michele Mercaldi, EnvEve, Switzerland vi Table of Contents Vol. 6, No. 1, October 2017 Preface .......………………...………………..…………………………………....… i Table of Contents …......………………………………..………………………....... vi 1. Rock-Paper-Scissors Game between Human and Computer .……………….…….. ........ Chomtip Pornpanomchai, Jitti Somsiri, Achiraya Toadithep, Ariya Promdeerach 1 2. Modeling of Automotive Engine Dynamics using Diagonal Recurrent Neural Network ………………..... Yujia Zhai, Kejun Qian, Sanghyuk Lee, Fei Xue and Moncef Tayahi 6 3. Smart Transportation Decision Making through Big Graphs and IoT ………………. ………..……............. M. Mazhar Rathore, Anand Paul, Seungmin Rho, Awais Ahmad 12 4. Expert CF: Sparse Data Matrix Completion with Artificial Experts ……….…….. …………………………………...…..…..... Gangmin Li, Minghuang Chi, Gautam Pal 20 5. Quantum Data Structures for SoC Component Testing .......................................… …..……………………………………….……..…. Vladimir Hahanov, Wajeb Gharibi Svetlana Chumachenko, Eugenia Litvinova, Igor Iemelianov, Mykhailo Liubarskyi 23 6. 150W Military Grade Resonant-Reset Forward DC-DC Converter ………………….. ………………............................................ Yongseok Sim, Jeenmo Yang, Juangtak Ryu 24 7. Interconnectedness Analysis of Second Board Markets …………………………... …………………………………….…..... Phoenix Feng, Dejun Xie, Woon Kian Chong 26 8. Classification of Data Characteristics in Health Care Industry (Summary) ………….. ………………………………………………………..….…..... Youwei Ma, Kaiyu Wan 30 9. Advances in Diabetes Analytics from Clinical and Machine Learning Perspectives … …………………………………………………………………………………...Yakub Sebastian Xun Ting Tiong, Valliapan Raman, Alan Yean Yip Fong, Patrick Hang Hui Then 32 10. Rumble: A Low Power Audio Bus for Wireless Communication with Sensors in Liquid and Metallic Environments……………. Fan Yang, Danny Hughes, and Wouter Joosen 38 11. Identification of electricity consumption profiles based on smart meters data ……...… ..………………………………………………........... Rūta Užupytė, Tomas Krilavičius 44 12. Implementation of IoT Applications based on MQTT and MQTT-SN in IPv6 over BLE ………………………………………………..….................. Kai-Hung Liao, Chi-Yi Lin 48 13. Reputation-based Framework with Semantic Match for the Internet of Things ………. ………………………………………………………..…............ Yuji Dong, Kaiyu Wan 50 14. Quantifying Obesity from Anthropometric Measures and Body Volume Data ……….. ……..……………………………………….............. Chuang-Yuan Chiu, Ross Sanders 52 15. A Cooperative Energy Efficient Mechanism for Multi-UAV Systems …………...…… ……………..…................... Kai Chen, Yung-Wei Chen, Chih-Chieh Hung, Sy-Yen Kuo 56 16. Multi-agent Item to Item Contextual Big Data Recommender System …………..…… ………………………………………..…...... Gautam Pal, Gangmin Li, Katie Atkinson 58 17. An Indoors Toxic Gas Detection and Positioning System Utilizing Visible Light ……. …………..….......................................................................................... Shih-Hao Chang 60 18. Multi-Objective Portfolio Optimization in Stock Market …………………….…. …………..…............................................. Yuan Ding, Ou Liu, Yiwei Yao, Chi On Chan 63 19. A Review of Predictive Maintenance Systems in Industry 4.0 …………………….…. …………..…... Audrius Varoneckas, Ausra Mackute-Varoneckiene, Tomas Krilavičius 68 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 6, NO. 1, OCTOBER 2017 1 Rock-paper-scissors Game between Human and Computer Chomtip Pornpanomchai, Jitti Somsiri, Achiraya Toadithep, Ariya Promdeerach  Abstract— The objective of this paper is to develop a computer making a similar signal, they need to attempt it again. game called “Rock-Paper-Scissors” or RPS game, which is an Recently, humans have been playing this game based on the interactive game against the computer using the webcam. There confinement to utilize the consoles and mice with some are two main parts of the system, which are the human part and supplementary apparatus, for example, touch screen. Hand the computer part. There are randomly selected images processed gestures and other non-verbal communications and from the database of 97 hand gesture images in the computer part expressions are invented to replace the console and mouse for and using image processing to recognize the human hand in the a human-computer interaction system. The contribution of this human part. Human hand gestures are recognized by using a webcam, and the game is fully controlled by using hand gestures. research is to develop a computer system for playing a The dataset is constructed by using a white background. So, it will worldwide game with a simple computer machine. be a suitable and closed-up image. This research proposed the recognition of human hand gestures of the rock, paper or scissors image by using an image-processing technique. The sampled images have to be color images and the users have to use only the front of their left and right hands, subsequently image preprocessing are used in the feature extraction and the recognition process. Then the user has to perform and compete in a round. In addition, in each round, there is a result to show the winner or if it is a tied game, the user has to play again and have equal limited time to play in each round. This program can also be the new way to play a rock-paper-scissors game as an entertainment for everyone to play for fun and relaxation. The precision of the recognition system is around 97.54 percent, with the average processing time of 8 seconds/image. Keywords— rock-paper-scissors game, image processing, Fig. 1. Human hand to represent (a) rock, (b) scissors and (c) paper pattern recognition I. INTRODUCTON II. LITERATURE REVIEWS A rock-paper-scissors game is a simple game played around the world. It is a competition between two competitors or two representatives for judging who is a There are many researchers who developed a human hand gesture recognition by using both hardware and software techniques. The details of each technique are given below. winner or a loser. In this game, players can make three different shapes with their hands: a rock, a pair of scissors or paper (as shown in Figure 1 (a) – (c)). There is an easy rule that rock conquers scissors, scissors conquer paper and paper conquers rock. On the off chance that players both end up Manuscript received August 8, 2017. This research was supported by the Faculty of Information and Communication Technology (ICT), Mahidol University. Chomtip.pornpanomchai, Faculty of Information and Communication Technology, Mahidol University, 999 Phuthamonthon Sai 4 Road, Salaya, NaKhorn Phatom, Thailand 73170 (e-mail:chomtip.por@mahidol.ac.th). Jitti Somsiri, Faculty of Information and Communication Technology, Fig. 2. The Microsoft Kinect components Mahidol University, 999 Phuthamonthon Sai 4 Road, Salaya, NaKhorn Phatom, (https://msdn.microsoft.com/en-us/library/jj131033.aspx) Thailand 73170 (e-mail:jitti.som@mahidol.ac.th). Achiraya Toadithep, Faculty of Information and Communication A. Microsoft Kinect Technology, Mahidol University, 999 Phuthamonthon Sai 4 Road, Salaya, NaKhorn Phatom, Thailand 73170 (e-mail:achiraya.toa@mahidol.ac.th). Microsoft Kinect or Kinect is a computer hardware Ariya Promdeerach Faculty of Information and Communication consisting of sensors, small digital cameras and microphones, Technology, Mahidol University, 999 Phuthamonthon Sai 4 Road, Salaya, as shown in Figure 2. The Kinect is easy to be connected to a NaKhorn Phatom, Thailand 73170 (e-mail:ariya.pro@mahidol.ac.th). computer via a USB-3 port. The Kinect’s sensors are very INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 6, NO. 1, OCTOBER 2017 2 sensitive for human hand or body movement. Some A. Conceptual diagram researchers employed Kinect to detect human hand gestures The system starts with user showing a hand gesture image for a rock-paper-scissors game. [2][3][4][5] (rock, paper, or scissors) in front of a computer webcam. The B. Support Vector Machine (SVM) system will make random on a computer hand gesture from the system database to compare will a human hand gesture. Finally, The SVM is one of the most powerful computer the system will show the game result on the system graphic user techniques, which are used for recognizing a digital image. interface (GUI). The system conceptual diagram is shown in The SVM system starts with laying unknown objects, for Figure 3. examples, rock-paper-scissors images on the 2-D plane. Then, the SVM declares the margin to separate two objects and the middle line of this margin is called “Optimal separating hyper-plane (OSH)”. The equation of SVM is shown in Equation 1, as the following: F (w, x, b) = sign ((w * x) + b) (1) where F (w, x, b) is the SVM function, w is the perpendicular vector of the OSH line, x is an object, which wants to be recognized, b is a constant value called “trade-off parameter”. The b is the different value between the target and the recognition object. [6][7][8][9] C. Euclidean distance Fig. 3. The conceptual diagram of a rock-paper-scissors game Many researchers created hand gesture database and used the Euclidean distance technique to retrieve unknown hand B. State transition diagram gesture images. The Euclidean is the measurement between two points in a straight line. The Euclidean-distance formula is The RPS game state transition diagram consists of 6 states, shown in Equation 2 as follows: which include: 1) capture-human-hand, 2) display-human-hand, 3) identify-human-hand, 4) random-computer-hand, 5) display-computer-hand, and 6) display-winner, as shown in Figure 4. Each state has the following details. (2) where e = Euclidean distance, a = feature in database, b = 1) Capture-human-hand unknown feature, i = feature index, n = number of features This is an initial state, which captures user-hand-gesture [10][11][12] from a computer web cam. The RPS game will transform a video frame into a still image frame for the next process. D. Skin color detection Some researchers used skin color detection (SCD) to 2) Display-human-hand identify user hand gesture. The SCD detected hand skin color in This state shows a still hand-gesture image from the red-green-blue (RGB) including a morphological operations, previous process. After this process, the RPS game will run an such as erosion, dilation, opening and closing, etc. to detect image processing and recognize hand-gesture processes. user’s fingers. The SCD method not only detects user’s fingers but also observes user’s hand movement. [13][14][15][16] 3) Identify-human-hand This state shows the user hand gesture image and its Based on the aforementioned-related works, the RPS game will recognition result. An unrecognized hand-gesture result of this employ skin color detection, such as color, edge and texture to state will move back to the capture-human-hand state again. detect user’s hand gesture image for a human player. The RPS 4) Random-computer-hand game employs the Euclidean distance technique for matching This state starts a computer part. The RPS game will make between human hand gestures and system database. The random on a computer-hand-gesture image from the 97 images system analysis and design are presented in the next section. in the system database. III. METHODOLOGY 5) Display-computer-hand This section discusses the rock-paper-scissors game This state shows a random computer-hand-gesture. analysis and design. The system architecture design is After showing both the human-hand-gesture image and the presented via a conceptual diagram, a state transition diagram computer-hand-gesture image, the RPS game will make a and a system structure chart. Each diagram has the following decision on who the winner is. details. INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 6, NO. 1, OCTOBER 2017 3 6) Display-winner This sub-module resizes user’s hand-gesture image to the This state shows the RPS game result. After seeing the image size of 2,448 * 2,448 pixels. This image size will fit with result, user can move to the capture-human-hand state to start a the window in RPS GUI. Finally, the RPS system transforms new game. the user-hand-gesture color image to a black-and-white image. b) Features extraction This sub-module extracts 5 user-hand features, which include: 1) mean of white pixels of a black & white image, 2) number of white pixels in Sobel edge detection, 3) number of white pixels in Canny edge detection, 4) the energy texture of gray level co-occurrence matrix (GLCM), and 5) the contrast texture of GLCM. Each feature has the following details. (1) Mean of white pixels of a black-and-white image This feature converts the player-hand-gesture image from RGB color to grayscale color. After that, the RPS system transforms a grayscale color image into a black-and-white image. Finally, the system counts the number of white pixels of a hand gesture image. (2) Number of white pixels in Sobel edge detection Fig. 4. The RPS game state transition diagram The Sobel edge detection is an image processing operation to find the edge of an image. The operation starts with sliding the C. System structure masks, shown as Figure 6 (a) and 7 (b) to the vertical and For better understanding, the structure chart of the horizontal of an image. Both masks produce gradient of each rock-paper-scissors game is shown in Figure 5. The RPS game orientation called Gx and Gy. These gradients are combined to consists of 3 modules, namely: 1) image acquisition, 2) image the gradient magnitude |G| by using Equation 3, as the processing and 3) displaying results. Each module has the following. This feature counts white pixels of the Sobel edge following details. detection. [17] (3) Fig. 6. The vertical and horizontal masks for Sobel edge detection (3) Number of white pixels in Canny edge detection The Canny edge detection is an image processing operation to find the edge of the image. Canny edge detection has the following steps. Fig. 5. The structure chart of the rock-paper-scissors game  Smooth the image with Gaussian filter to reduce desired image details. 1) Image acquisition This module takes a photo of user’s hand-gesture images by  Determine gradient magnitude and direction. using a computer webcam. After that, the RPS system  If gradient magnitude is large, mark the edge pixel. transforms the video frames into a still image. The RPS system Otherwise, mark the background. puts a white color board behind user’s hand for the background.  Remove the weak edge by hysteresis threshold. 2) Image processing This feature counts the number of white pixels of the Canny This module consists of 3 sub-modules, which are 1) image edge detection. [18] resizing, 2) features extraction, and 3) image recognition. Each sub-module has the following details. (4) The energy Texture of Grey Level Co-occurrence Matrix (GLCM). a) Image resizing INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 6, NO. 1, OCTOBER 2017 4 The GLCM is a statistic approach to find the image texture. c) Image recognition The GLCM of an image is an estimate of the second-order joint This sub-module uses all features in the previous probability P (i, j) of the intensity value of 2 pixels. sub-module to recognize user’s hand gesture, which is a rock, The energy texture of GLCM is shown as Equation 4. paper or a pair of scissors. The RPS game employs the Euclidean distance method to identify user-hand-gesture N picture with the hand-gesture images in the system database. e=  (P i , j 0 i, j )2 (4) 3) Displaying result Where e is GLCM texture energy. P i,j = entry in a This module consists of 3 sub-modules, which have the normalized gray-tone spatial-dependence matrix, n = number following details. of distinct gray levels in the quantized image. [19] a) Computer-random-image This RPS game system stores 97 hand-gesture figures (in rock, paper and scissors images mixed together) in the system (5) The contrast texture of GLCM database. This sub-module randomly selects one image for GLCM contrast measures of the intensity contrast representing a computer-hand-gesture. between a pixel and its neighbor over the whole image. The contrast texture of GLCM is shown as Equation 5. b) Human-hand-image N This sub-module matches an image from image  P * i  j  recognition sub-module for representing human-hand-gesture. 2 c= i, j (5) i , j 0 Where c is a contrast of GLCM, P i,j = entry in a normalized gray-tone spatial-dependence matrix, n = number of distinct gray levels in the quantized image. [19] Fig. 8. The RPS Game GUI Fig. 7. Rock paper scissors hand gesture and their extraction feature values c) Game result Some hand gestures and their feature-extraction values The RPS game result is shown on the system GUI, as shown are as following. First, the rock hand gesture and its feature in Figure 8. The RPS GUI consists of 2 windows, which are values are shown in Figure 7 (a), which have the mean of white computer hand gesture window (label with circle number 1) pixels equal to 0.762068, the Canny edge equal to 0.00773974, and user’s hand gesture window (label with circle number 2). the Sobel edge equal to 0.00665659, the energy value equal to The game result is shown in text box (label with circle number 0.630904 and the contrast value equal to 0.00634907. Second, 3). the paper hand gesture and its feature values are shown in Figure 7 (b), which have the mean of white pixels equal to IV. EXPERIMENTAL RESULTS 0.6399816, the Canny edge equal to 0.0150628, the Sobel edge equal to 0.0127355, the energy value equal to 0.52686 and the The RPS game trains the system on 1,200 hand gesture contrast value equal to 0.0122567. Finally, the scissors hand images, which consists of 399 images of rock, 399 images of gesture and its feature values are shown in Figure 7 (c), which paper and 402 images of scissors. The RPS game tests the have the mean of white pixels equal to 0.738747, the Canny system by using 1,908 hand gesture images, as shown in Table edge equal to 0.00949571, the Sobel edge equal to 0.00834915, 1. The system tests the rock, paper and scissors hand gesture the energy value equal to 0.605765 and the contrast value equal with 636 images each. The rock, paper and scissors hand to 0.00814822. gesture images matches 615, 633 and 613 images, respectively and mismatches 21, 3 and 23 images, respectively. The overall INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 6, NO. 1, OCTOBER 2017 5 of RPS system matches 1,861 images or 97.54 per cent, Annual Conference on the IEEE Industrial Electronics Society, Taipei, Taiwan, 5-8 November 2007, pp.489-492. mismatches 47 images or 2.46 per cent. [8] P. Gabriele, M. Stefano, D. Fabio, M. Giulio, and M. Ludovico, “Human-Robot interaction with depth-based gesture recognition”, TABLE I. THE EXPERIMENTAL RESULTS OF RPS GAME Available on https://giuliomarin.github.io/publications/conferences/pozzato14interacti HAND GESTURE NO. TESTING NO. MATCH NO. MISMATCH on.pdf, Access on 27 April 2017, pp. 1-5. ROCK 636 615 21 [9] T. Nihat, B. O. Burcin, and D. Pinar, “Rock-Paper-Scissors Game against Computer”, International Conference on Signal Processing and PAPER 636 633 3 Communication Application, Zonguldak, Turkey, 16-19 May 2016, pp. SCISSORS 636 613 23 1-4. [10] K.S. Reddy, P.S. Latha, and M.R. Babu, “Hand gesture recognition using TOTAL 1,908 1,861 47 skeleton of hand and distance-based metric”, International Conference on Advance in Computing and Information Technology, Chennai, India, 15-17 July 2011, 346-354. V. CONCLUSION AND DISCUSSION [11] J.R.Pansare, H. Dhumal, S. Babar, K. Sanawale, and A. Sarode, “Real-time static hand gesture recognition system in complex background The research paper fulfills the research objective, which is that uses number system of Indian sign language”, International Journal of to develop the computer application that is able to play Advance in Computer Engineering & Technology, Vol 2, 3 (2013), rock-paper-scissors game between humans and computers. 1086-1090. Based on the experimental results on Table 1, the paper hand [12] J.R.Pansare, S.H. Gawande, M. Ingle, “Real-time static hand gesture recognition for American sign language (ASL) in complex background”, gesture images give a precision rate of 99.53 (633/636*100) Journal of Signal and Information Processing, Vol 3 (2012), 364-367. per cent, compared with the rock and scissors hand gestures [13] T. Kuo-Tsung, H. Wen-Fu, and W. Cheng_Hua, “Vision-Based Finger images, which give precision rates of 96.70 (615/636*100) and Guessing Game in Human Machine Interaction”, International 96.84 (613/636*100) per cent, respectively. The paper hand Conference on Robotics and Biomimetics, Kunming, China, 17-20 December 2006, pp.619-624. gesture images give a very high precision rate because they [14] M.K. Bhuyan, R.N. Debanga, and K.K. Mithun, “Fingertip Detection for have a bigger hand area than those of rock and scissors. Hand Pose Recognition”, International Journal on Computer Science and Therefore, the bigger hand image area makes it easier to find all Engineering (IJCSE), Vol. 4, 3 (2012) 501-511. hand image features. For the future work, the RPS system will [15] S.A. Ho, S. In-Kyu, and L. Dong-Wook, “A playmate robot system for be developed for two human players to play via a computer playing the rock-paper-scissors game with humans”, International Symposium on Artificial Life and Robotics, Oita, Japan, 27-29 January network. 2011, pp.142-146. [16] Y. Ho-Sub, and C. Su-Young, “Visual Processing of Rock, Scissors, Paper Game for Human Robot Interaction”, SICE-ICASE International VI. ACKNOWLEDGMENTS Joint Conference 2006, Busan, Korea, 18-21 October 2006, pp.326-329. This research was supported by the Faculty of Information [17] K.V. Manoj, and S.U. Nimbhorkar, “Edge detection of image using Sobel operator”, International Journal of Emerging Technology and Advanced and Communication Technology (ICT), Mahidol University. Engineering, Vol 2, 1 (2012) 291-293. The authors are very thankful for the support. [18] L. Ding and A. Goshtasby, “On the Canny edge detector”, Pattern Recognition 34(2001) 721-725. [19] M.H. Bharati, J.J. Liu and J.F. MacGregor, “Image texture analysis: VII. REFERENCES methods and comparison”, Chemometrics and Intelligent Laboratory [1] I. Sayaka, K. Yoshimi, T. Tomoko, A. Kakuro, S. Fumikazu, K. Hideaki, Systems 72(2004), 57-71. S. Kanji and A. Masao, “Disinhibition in children with attention-deficit/hyperactivity disorder: Changes in [oxy-Hb] on Chomtip Pornpanomchai received his B.S. in general science near-infrared spectroscopy during ‘rock, paper, scissors’ task” The Japanese Society of Child Meurology. Published by Elsevier. Vol. 39 from Kasetsart University, M.S. in computer science (2017) 395-402. from Chulalongkorn University and Ph.D. in computer science [2] M. Aiguo, E. Kazuya, S. Mizuki, S. Ryuki and S. Makoto, “Development from Asian Institute of Technology. He is currently an associated of an Entertainment Robot System using Kinect”, International professor in the Faculty of Information and Communication Conference on Mecatronics, Tokyo, Japan, November 27-29, 2014, pp. Technology, Mahidol University, Bangkok, Thailand. His research 127-132. interests include artificial intelligence, pattern recognition and object-oriented systems. Email: chomtip.por@mahidol.ac.th [3] D. Smit, “Segmentation and Recognition of Fingers Using Microsoft Kinect”, International Conference on Communication and Networks, Jitti Somsiri was born in Bangkok, Thailand. He received his B.S. Advances in Intelligent System and Computing, Ahmedabad, India, in Information and Communication Technology, Mahidol University, November 19-20, 2016, pp. 45-53 Bangkok, Thailand. Email: jitti.som@mahidol.ac.th [4] W. Chong, L. Zhong and C. Shing-chow, “Superpixel-Based Hand Gesture Recognition with Kinect Depth Camera”, IEEE Transaction on Multimedia, Vol 17, 1 (2015) 29-39. Achiraya Toadithep was born in Bangkok, Thailand. She received [5] R. Zhou, Y. Junsong, M. Jingjing, and Z. Zhengyou, “Robust Part-Based her B.S. in Information and Communication Technology, Mahidol Hand Gesture Recognition Using Kinect Sensor”, IEEE Transaction on University, Bangkok, Thailand. Email: achiraya.toa@mahidol.ac.th Multimedia, Vol 15, 5 (2013) 1110-1120. [6] C. Yen_Ting and T. Kuo-Tsung, “Multiple-angle Hand Gesture Ariya Promdeerach was born in Bangkok, Thailand. She received Recognition by Fusion SVM Classifier”, International Conference on her B.S. in Information and Communication Technology, Mahidol Automation Science and Engineering, AZ, USA, 22-25 September 2007, University, Bangkok, Thailand. Email: pp. 527-530. ariya.pro@student.mahidol.ac. [7] C. Yen_Ting and T. Kuo-Tsung, “Developing a Multiple-angle Hand Gesture Recognition System for Human Machine Interaction”, The 33rd INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 6, NO. 1, OCTOBER 2017 6 Modeling of Automotive Engine Dynamics using Diagonal Recurrent Neural Network Yujia ZHAI, Kejun QIAN, Sanghyuk LEE, Fei XUE, Moncef TAYAHI  Abstract— The spark-ignition (SI) engine dynamics is With the development of high speed micro-controller, more described as a severely nonlinear and fast process. A black-box and more advanced modeling techniques can be introduced into model obtained by system identification approach is often the area of automotive engine control [5]. Neural networks are valuable for the control and fault diagnosis application on such powerful in their ability on representing both linear and systems. Recurrent neural network (RNN) might be better suited nonlinear relationships and learning the relationships directly for such dynamical system modeling due to its feedback back scheme if compared with feed-forward neural network. However, from the input-output data of dynamical systems. Recurrent the computational load for RNN limits its practical application. In neural networks (RNN) have important capabilities, which are this paper, a diagonal recurrent neural network (DRNN) is not found in feed-forward networks, such as attractor dynamics investigated to model SI engine dynamics to achieve a balance and the ability to store information for later use. Of particular between the modeling performance and computational burden. interest is their ability to deal with time varying input or output The data collection procedure and algorithms for training DRNN through their own natural temporal operation [6]. Thus, the are presented. Satisfactory results on modeling have been obtained with moderate cost on computation. RNN is a dynamic mapping and is better suited for dynamic systems modelling than the feed-forward networks. Many Index Terms— diagonal recurrent neural network; dynamical advanced researches have been done on neural modeling of system modeling; spark-ignition engine; system identification. engine systems in last two decades [7-12]. More recently, ARSIE showed a procedure to enhance identification of recurrent neural networks for simulating air/fuel ratio dynamics I. INTRODUCTION in SI engines [13]. However, due to the limitation of I NTERNAL combustion engines have been widely used in automotive industry for many years. However, due to the computational power, the practical applications of engine controllers using recurrent neural network are still very limited [14]. Therefore, considering the computation burden for fast increasing requirement from governments to protect the global environment, the modeling and control on such system have dynamic system, the DRNN can be a suitable choice for the become the most complex problems for control system design of automotive engine management system, instead of engineers and university researchers, who have been striving to fully connected recurrent neural networks (FRNN). DRNN has reduce substantially emissions and fuel consumption while one hidden layer, and the hidden layer is comprised of maintaining the best engine performance [1][2]. To satisfy self-recurrent neurons. Since there is no inter-links among these requirements, a variety of variables need to be controlled, neurons in the hidden layer, DRNN has considerably fewer such as engine speed, engine torque, spark ignition timing, fuel weights than FRNN and the network is simplified considerably injection timing, air intake, air-fuel ratio (AFR) and so on [15]. [3][4]. These variables are complicatedly related to each other. Control methods that are based on dynamics models have been In this paper, a DRNN structure and dynamic successfully implemented in many practical industrial back-propagation training algorithm are introduced in for in applications. Section 2. A mean value engine model used in this research is shown in Section 3. The modeling procedure and modeling results are provided in Section 4. Based on the results obtained, Manuscript received July 19, 2017. This research was financially supported by the Centre for Smart Grid and Information Convergence (CeSGIC) at Xian a conclusion is given in Section 5. Jiaotong-Liverpool University, China. II. DRNN STRUCTURE AND ALGORITHMS Yujia Zhai is with Xi’an Jiaotong Liverpool University, Suzhou, 215123 China (phone: +86-512-8816-1413; e-mail: yujia.zhai@xjtlu.edu.cn). Kejun Qian is with Xi’an Jiaotong Liverpool University, Suzhou, 215123 A. DRNN Structure China (phone: +86-512-8816-1417; e-mail: kejun.qian@xjtlu.edu.cn). The DRNN consists of one hidden layer of computation Sanghyuk Lee is with Xi’an Jiaotong Liverpool University, Suzhou, 215123 nodes. The basic DRNN structure is shown in Fig. 1, China (phone: +86-512-8816-1415; e-mail: sanghyuk.lee@xjtlu.edu.cn). Fei Xue is with Xi’an Jiaotong Liverpool University, Suzhou, 215123 China where xk    n , hk    q , yˆ k    p , W h k    qn 1 , W d k    vq and W y k    pq 1 (phone: +86-512-8816-1407; e-mail: fei.xue@xjtlu.edu.cn). Moncef Tayahi is with Xi’an Jiaotong Liverpool University, Suzhou, 215123 China (phone: +86-512-8816-1422; e-mail: moncef.tayahi@xjtlu.edu.cn). INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 6, NO. 1, OCTOBER 2017 7  w1h   w1h,1  w1h, n 1  h ( k )  f z ( k )  (5)     (1) Wh            wqh   wqh,1  wqh, n 1       x(k ) z (k )  W h    1    w1d,1  0   wvd,1  0    h d (k  1)                        0  wd   0  wvd,q   h d (k  v)  1, q     (6a)  h d (k  1)    W h x ( 1 k )   d d    diag ( w1 )  diag ( wv )        h d (k  v)   (6b) h d (k )  h(k ), feedback (7) Fig. 1. DRNN structure. where f  is the non-linear activation function in hidden layer. The typical hidden layer activation functions used in  w1y   w1y,1  w1y, q 1  DRNN are sigmoid and hyperbolic tangent function. In the     (2) investigation of process modelling with DRNN, only sigmoid Wy         activation function is chosen as the non-linear transfer function  wpy   wpy ,1  wpy , q 1  in DRNN.     ( w1d )T   w1d,1  w1d, q      (3) B. DRNN Training using Dynamic Back-Propagation Wd           Algorithm ( wvd )T   wvd,1  wvd, q      xi the ith node in the input layer, i=0, 1, …, n.     Let y k and ŷ k be the actual responses of the plant and hi output of the ith node in the hidden layer, the output of the DRNN model, then an error function for a i=0, 1, …, q. training cycle for DRNN can be defined as 1 ŷi output of the ith node in the output layer, E m   y k   yˆ k  (8) 2 i=0, 1, …, p. 2 w hi,j weight linking the jth node in the input The gradient of error simply becomes layer to the ith node in the hidden layer, E m yˆ k   em k  (9) i=1, 2, …, q, and j=0, 1, …, n+1. W W w di,j recurrent weight linking the ith order time delay of the jth node in the hidden layer, where em k   y k   yˆ k  is the output error between the i=1, 2, …, v, and j=0, 1, …, q. w yi,j weight linking the jth node in the hidden plant and the DRNN. layer to the ith node in the output layer, i=1, 2, …, p, and j=0, 1, …, q+1. Given the DRNN shown in Fig 1 and described by the equations (1)-(7), the output gradients with respect to output, recurrent and input weights, respectively, are given by ˆy k  The recurrent structure in the hidden layer node is feedback to  h k  (10) the hidden neuron itself with time delay after activation W y function. ˆyk   W y P k  (11) W d In mathematical terms, the DRNN with q hidden layer nodes is ˆyk  (12) governed by the following equations.  W jy Q k  W h  h( k )  where P k   h k  and Q  h k  and satisfy  y( k )  W y  (4)   1  W h W d INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 6, NO. 1, OCTOBER 2017 8  P k   f z  h k  1  W d P K  1  (13) EGR temperature and the manifold temperature. It is described as Q k   f z x k   W D  Q k  1 (14) R The weights can now be adjusted following a gradient method, p i   m T  m atTa  m EGRTEGR  ap i (19) Vi i.e., the update rule of the weights becomes The manifold temperature dynamics are described by the  E  W k  1  W k      m  (15) following differential equation  W  where   [ h  d  y ] is the learning rate. The equations RTi  m ap (  1)Ti  m at (Ta  Ti ) (8)-(15) define the dynamic back-propagation algorithm (DBP) Ti    (20) piVi  m EGR (TEGR  Ti )  for DRNN. The update rule call for a proper choice of the learning rate  . In equation (1) and (2), the air mass flow dynamics in the intake manifold can be described as follows. The air mass flow past If we let  h ,  d , and  y be the learning rate for DRNN throttle plate m  at is related with the throttle position and the weights W h , W d , and W y respectively, then, the DBP algorithm converges if 0  W jd  1, j  1, 2,  v and manifold pressure. The air mass flow into the intake port m  ap the learning rate are chosen as: is represented by a well-known speed-density equation: 2 (16) 0  y  q pa 2 m at (u, pi )  mat1 1 (u )  2 ( pr )  mat 0 (21) 2 1  (17) Ta 0 d   y  q Wmax  2 2  1  (18) Vd 0  h  ap (n, pi )  ( i  pi )n (22) n  q  Wmax y   x max  m 120RTi Here q is the number of recurrent neurons in the hidden layer, where n is the number of inputs to the DRNN, u 02 1 (u )  1  cos(u )  (23) y Wmax : max k W y k  , x max : max k xk  and  is the 2! sup-norm.  2   p  pc   1   r  ,  if p r  pc (24)  2 ( pr )    1  pc     1, if p r  pc III. SI ENGINE DYNAMICS In both industrial practice and scientific research, it has been pi pr  (25) more popular to use engine simulation models to make engine pa system analysis and design because it is much more economical than using a real engine test bed. The engine model adopted in and mat 0 , mat1 , u 0 , p c , are constants. Additionally, instead this paper is referred to as the mean value engine model (MVEM) developed by Hendricks [15], which is a widely used of directly model the volumetric efficiency  i , it is easier to benchmark for engine modeling and control. The three distinct generate the quantity  i  pi which is called normalized air subsystems of this model are the fuel injection, manifold filling charge. The normalized air charge can be obtained by the and the crankshaft speed dynamics and those systems are steady state engine test and is approximated with the modeled independently. Since this MVEM can achieve a steady polynomial equation (8) state accuracy of about  2% over the entire operating range of the engine, it is extremely useful for validation of control  i  p i  s i ( n) p i  y i ( n) (26) strategies using simulation. A full description of the MVEM can be found in [15]. where s i (n) and y i (n) are positive, weak functions of the A. Manifold Filling Dynamics crankshaft speed and y i  s i The intake manifold filling dynamics are analyzed from the viewpoint of the air mass conservation inside the intake manifold. It includes two nonlinear differential equations, one B. Crankshaft Speed Dynamics for the manifold pressure and the other for the manifold The crankshaft speed is derived based on the conservation of temperature. The manifold pressure is mainly a function of the the rotational energy on the crankshaft air mass flow past throttle plate, the air mass flow into the intake port, the exhaust gas re-circulation (EGR) mass flow, the INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 6, NO. 1, OCTOBER 2017 9 1  n    P ( p , n)  Pp ( pi , n)  Pb (n)  In  f i  (27) 70 1 65  H  ( p , n,  )m (t   ) In u i i f d 60 55 Both the friction power P f and the pumping power Pp are 50  45 related with the manifold pressure pi and the crankshaft speed 40 n . The load power Pb is a function of the crankshaft speed n 35 only. The indicated efficiency  i is a function of the manifold 30 pressure pi , the crankshaft speed n and the air fuel ratio  . 25 20 50 100 150 200 250 C. Fuel Injection Dynamics sample According to Hendrick’s identification experiments with SI Fig. 2 RAS for Throttle Angle engine, the fuel flow dynamics could be described as following -3 x 10 8 equations [7] 7  ff  m f 1  m ff  X f m fi  (28) 6   5 m fv  1  X f m fi (29) mfi 4 m f  m fv  m ff (30) 3 where the model is based on keeping track of the fuel mass 2 flow. The parameters in the model are the time constant for fuel evaporation,  f , and the proportion X f of the fuel which is 1 0 50 100 150 200 250 sample deposited on the intake manifold, m  ff , or close to the intake Fig. 3 RAS for valves, m  fv . These parameters are operating point dependent and thus the model is nonlinear in spite of its linear form, which The sample time in the simulation was set to 0.1s.The simulated could be approximately expressed in terms of the states of the engine model MVEM was run for 500s with a set of 5000 data model as samples collected for all input and output variables. These data were divided into two groups. The first 4000 samples were used for DRNN training and the other 1000 samples for testing the  f ( p , n)  1.35  (0.672 n  1.68)  ( p  0.825 ) 2  modeling performance. i i (0.06  n  0.15)  0.56 (31) B. Engine Modeling X f ( p , n)  0.277 p  0.055 n  0.68 In this section, a multi-input and multi-output engine model i i (32) by DRNN is constructed. From the engine simulation mentioned in last section, four variables were chosen to be the IV. SI ENGINE MODELING BY DRNN network inputs: fuel injection , throttle angle u, air-fuel ratio y, and engine speed n. Since there is no systematical way A. Data Collection to identify the optimal order of input data and the best network In order to analyze the modeling performance of DRNN in size, different orders of the plant input/output and numbers of practical driving conditions, two sets of random amplitude hidden nodes have been tried in the experiments and a signals (RAS) were designed for throttle angle bounded second-order structure with 15 hidden nodes given minimum between 20 and 70 degree, and the fuel injection between prediction error is selected. Therefore, the DRNN structure can 0.0014 kg/sec and 0.0079 kg/sec, which are shown in Fig.2 and be shown in Fig. 4, which constructs a second-order engine Fig. 3. These two sets of data were introduced into the mean model with 8 inputs and two outputs. value engine model described in Section 3. Then, from the model output, the intake manifold pressure, temperature, engine speed, air fuel ratio can be obtained with the same size of data as input data. INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 6, NO. 1, OCTOBER 2017 10 with the small size of DRNN, the SI engine dynamics could be accurately represented by the MIMO DRNN model. V. CONCLUSIONS 1) A DRNN as a type of recurrent network can catch the fast and nonlinear dynamics of automotive engine accurately. A proper engine model structure based on DRNN has been obtained and tested on MVEM. 2) The modeling result obtained in this paper has shown that DRNN can be a suitable model for the control and Fig. 4 The structure of the DRNN engine models fault diagnosis in product ECU in next generation. The DBP algorithms mentioned were used for training the DRNN. The modeling results are shown in Fig. 5 and Fig. 6. ACKNOWLEDGMENT 0.45 This research was financially supported by the Centre for Smart tar Grid and Information Convergence (CeSGIC) at Xian 0.4 predicted Jiaotong-Liverpool University. The authors would like to thank 0.35 all the parties concerned. 0.3 normalized speed 0.25 REFERENCES 0.2 [1] [1] Balluchi A, Benvenuti L, Di Benedetto MD, Pinello C, 0.15 Sangiovanni-Vincentelli AL. Automotive engine control and hybrid systems: Challenges and opportunities. Proceeding of the IEEE, 2000, 88(7), 888-912. 0.1 [2] [2] De Nicolao G., Scattolini R. and Siviero C. Modelling the volumetric 0.05 efficiency of IC engines: parametric, non-parametric and neural techniques. 0 0 50 100 150 200 250 Control Eng. Practice, 1996, 4(10), 1405-1415. sample [3] [3] Tan Yonghong and Mehrdad Saif, Neural-networks-based nonlinear dynamic Fig.5 Engine speed modeling result modeling for automotive engines. Neurocomputing, 2000, 30, 129-142. [4] [4] Vinsonneau J. A. F., Shields D. N., King P.J. and Burnham K. J. Polynomial and neural network spark ignition engine intake manifold modeling. Proc. 16th Int. 0.92 tar Conf. on Systems Engineering, ICSE’, 2003, 2,718-723. predicted 0.9 [5] [5] Behrouz Ebrahimi, Reza Tafreshi, Houshang Masudi, Matthew Franchek, Javad Mohammadpour, Karolos Grigoriadis, A parameter-varying filtered PID 0.88 strategy for air–fuel ratio control of spark ignition engines, Control Engineering normalized afr Practice, Volume 20, Page 805-815, 2012 0.86 [6] [6] Yu-Jia Zhai, Ding-Wen Yu, Hong-Yu Guo, Ding-Li Yu, Robust air/fuel ratio control with adaptive DRNN model and AD tuning, Engineering Applications of 0.84 Artificial Intelligence, Volume 23, Issue 2, Pages 283-289, 2010. 0.82 [7] [7] J. Gertler,M. Costin, X. Fang, R. Hira, Z. Kowalalczuk, M. Kunwer, and R. Monajemy, Model based diagnosis for automotive engines—Algorithm 0.8 development and testing on a production vehicle, IEEE Trans. Contr. Syst. 0 50 100 150 200 250 sample Technol., vol. 3, pp. 61–69, Jan. 1995. [8] [8] V. Krishnaswami, G. C. Luh, and G. Rizzoni, Nonlinear parity equation based Fig. 6 Air fuel ratio modeling result residual generation for diagnosis of automotive engine faults, Contr. Eng. Practice, vol. 3, no. 10, pp. 1385–1392, 1995. The mean absolute error (MAE) as shown in equation 33, is [9] [9] M. Nyberg and L. Nielsen, Model based diagnosis for the air intake system of adopted to evaluate the modeling performance. the SI-engine, in SAE Paper, (970 209), 1997. [10] [10] P. L. Hsu, K. L. Lin, and L. C. Shen, Diagnosis of multiple sensor and actuator (33) failures in automotive engines, IEEE Trans. Veh. Technol., vol. 44, pp. 779–789, July 1995. The MAE for engine speed modeling is 0.0224, and the [11] [11] M. Nyberg and A. Perkovic, Model based diagnosis of leaks in the air-intake MAE for air fuel ratio modeling is 0.0035. It can be seen that, INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 6, NO. 1, OCTOBER 2017 11 system of an SI-engine, in SAE Paper 980 514, 1998. [12] [12] Y.W. Kim, G. Rizzoni, and V. Utkin, Automotive engine diagnosis and control via nonlinear estimation, IEEE Contr. Syst. Mag., pp. 84–99, Oct. 1998. [13] [13] Ivan Arsie, Cesare Pianese, and Marco Sorrentino, A procedure to enhance identification of recurrent neural networks for simulating air–fuel ratio dynamics in SI engines , Engineering Applications of Artificial Intelligence, Volume 19, Issue 1, February 2006, Pages 65-77 [14] [14] Vigraham, S.A., Gallagher, J.C., CTRNN-EH in Silicon: Challenges in Realizing Configurable CTRNNs in VLSI, Evolutionary Computation, 2006. CEC 2006. IEEE Congress on Vancouver, BC, 2006 , pp. 2807-2813 [15] [15] Yu-Jia Zhai, Ding-Li Yu, Neural network model-based automotive engine air/fuel ratio control and robustness evaluation, Engineering Applications of Artificial Intelligence, Volume 22, Issue 2, Pages 171-180, 2009 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 6, NO. 1, OCTOBER 2017 12 Smart Transportation Decision Making through Big Graphs and IoT M Mazhar Rathore, Student Member, IEEE, Anand Paul*, Member, IEEE, Seungmin Rho, Member, IEEE, Awais Ahmad  Abstract—In this paper, we proposed a graph-based decision their way to initialise national strategies for the IoT making mechanism for smart transportation by gathering deployments. Japan’s started provision of communication continuously the real-time city road traffic information. The data services between different people, between different things, is harvested using the Internet of Things (IoT) based road sensors and between things and people [2]. Likewise, smart home and vehicular network. The weight calculations are proposed developed at South Korea empowers his nation to control using the current traffic parameters for various graph algorithms to make smart transportation decisions to facilitate the citizens as things from any remote location [3]. Singapore developed well as the metropolitan authorities. Furthermore, to process future generation I-Hub [4] to realise the coming generation incoming Big Data from IOT devices by generating big graphs “U” type network while providing a ubiquitous and secure and respond to the users at real-time, we proposed an efficient network [5]. These creativities set the groundwork for the architecture that uses the Apache GraphX tool with parallel future of IoT [6]. IoT convoluted with the hundreds of billions processing servers of Hadoop ecosystem. Vehicular datasets of smart objects with their installed embedded systems. representing the real road traffic are used for analysis and evaluation purpose. Moreover, the efficiency of the system is Consequently, IoT is significantly rising in its size and scope tested in terms of system throughput and processing time. while introducing a new means of opportunities and challenges as well [7]. Index Terms—Big Data, IoT, Smart Transportation, Smart It is clear that establishing a smart city and doing well urban City. planning will lead to a major expansion on a common citizen life [8]. This expansion can be an improvement regarding I. INTRODUCTION people’s safety, people’s health, intelligent management of A T this modern era, a vast number of heterogeneous embedded devices and smart objects that are connected over the Internet, establishing a smart system, termed as natural disasters, smart pollution control, and many others. Deceptively, various service domains other than those mentioned above are recognized using smart city and IoT Internet of Things (IoT). CISCO exposed that the digital word infrastructure [16, 17, 18] while smartly controlling and is increasing day by day while showing that in 2008, the overall managing air pollution, road traffic, noise, and security Internet connected devices are more than whole people on the surveillance in the cities. Since smart transportation is very big earth. He also mentioned that near future in 2020, the total and challenging area of research. Therefore, these systems did devices would cross the limit of fifty billion [1]. On the not give more attention to the transportation problems. contrary, IoT is now become vital to improve the worth of Contrariwise, transportation is the key factor for the human while contributing in various fields, such as development of any metropolitan area. The rapid economically computerization, healthcare, transportation, and man-made and growing countries have very strong and efficient transportation natural disasters managements. Also, many countries are on system. Managing overall city traffic intelligently and smartly not only good for economic growth but also have numerous Manuscript received September 04, 2017. This research was supported by positive effects on citizen’s life while reducing the pollution. Basic Science Research Program through the National Research Foundation of The current research findings in the fields of the smart city Korea (NRF) funded by the Ministry of Education and specifically in smart transportation did not mainly consider (NRF-2016R1D1A1A09919551). M Mazhar Rathore is with the School of Computer Science and Engineering, the real-time road traffic information. Ondřej Přibyl [19] uses Kyungpook National University, Daegu, South Korea the entropy measure as an objective function in order to (rathoremazhar@gmail.com). establish intelligent and smart level. Similarly, Fenghua Zhu Anand Paul is with the School of Computer Science and Engineering, Kyungpook National University, Daegu, South Korea (phone: [20] proposed an architecture for parallel transportation +82-53-950-7547; fax: +82-53-950-6369; e-mail: paul.editor@gmail.com). management and control systems (PTMS) in order to contribute Seungmin Rho is with the Department of Media Software, Sungkyul to smart city establishment. Also, a parallel spatio-temporal University, Anyang, Korea (smrho@sungkyul.edu). Awais Ahmad is with 3Department of Information and Communication database approach [21] is proposed by enabling smart Engineering Yeungnam University, Gyeongbuk, Korea transportation while considering the GPS data of vehicles, (aahmad.marwat@gmail.com). cyclists, and pedestrians. However, all of these approaches did not consider the real-time traffic data in order to facilitate users INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 6, NO. 1, OCTOBER 2017 13 based on real-time traffic scenarios. Google also only decides generated data be able to transmit over the Internet using relay based on the offline data, which do not always give good nodes, coordinator, and gateways. results. For example, in finding the suitable path to the given The second layer is the communication layer, which is destination based on the user query, it only uses the distance responsible for transmission of data from vehicles to the main measure to find the route, not the current traffic parameters. analysis system, from sensors to the analysis system, and Moreover, one of the reports mentioned that 70% of the overall between the various units of the analysis system. It uses the world’s population would be shifted towards cities till 2050 [8]. cellular technology, such as GPRS, 3G, 4G/LTE, WiMAX to This will have the disastrous effect on the volume of traffic in transmit data from vehicles to the internet. Furthermore, for the city. Getting the real-time traffic information through IoT data transmission from the sensors to the public Internet lines, devices, billions of devices, including the vehicular network we used Bluetooth and Wi-Fi. Within the analysis system, the and road sensors, are generating gigabytes of data per second. communication between the servers is achieved through Analyzing such huge amount of traffic data aimed at making Ethernet. The graph building layer is one of the main layers of intelligent decisions is a crucial challenge. Hence, to address the system, which generates and updates the graphs by taking this challenge in order to meet the modern transportation the incoming vehicular data as input. Firstly, the layer generates related demands of the citizens and management needs of the an original road graph with weights taken from current traffic authorities, we focus on the building of smart city by providing information. Later, When there is any change in the traffic on a the smart transportation using the real-time traffic analysis and particular road, it just updates weights on the corresponding graphs processing techniques. graph edge. In case of the new road is built, new node and edge Having implicit knowledge of the IoT potentials, in this are added to the graph. For searching edges into the graph for paper, this article propels proposed a complete smart weight updating, indexing mechanism is used to faster the transportation system that uses the real-time traffic information process. The processing of graph on multiple parallel to facilitate the users (citizens and authorities) by making an environments of Hadoop makes the system more efficient while intelligent decision using big graph processing and analysis. distributing and processing each of the mutual exclusive The complete road infrastructure is represented by a big subgraphs simultaneously. Apache GraphX is used at this level weighted graph that is updated whenever there is any change in to work with the graph that uses Bulk Synchronous Parallel current traffic information. The rest of the article is prepared as (BSP) as for execution model with a distributed system. follows. The next section, i.e., section II, presented the GraphX also has the vast library of graph processing proposed system in detail including its system architecture, its algorithms. Then, it sends all of the independent subgraphs to implementation model, data analysis, and graph processing and the processing server, when processing is required. Therefore, weight calculations. Section III presents the implementation it also performs the load balancing functionality. The environment and evaluates the system in terms of efficiency. processing of the graph is handled by the graph processing Finally, the conclusion is made in Section IV. layer, which has multiple parallel servers to process each subgraph. Each processing server is equipped with various II. PROPOSED SMART TRANSPORT SYSTEM graph algorithms, which is running depending on the user’s The main aim for the proposed smart transportation system request or the authorities’ requirements. At this layer, every is to catch the correct facts at the right time at the right place and server has one output corresponding to each graph algorithm on a right device by facilitating the citizens while making any for each subgraph of the main graph. The result from each transport related decision with more quick and fast way. The server is aggregated at next layer, i.e., results layer, where, after overall system is presented as an architecture in Figure 1, which the aggregation, the analyses are performed. Since the has the capability to generate and efficiently process large processing layer output is in chunks of results and each chunk graphs from vehicular Big Data. The system is divided into of results corresponds to one subgraph. Therefore, these chunks seven layers, which includes data source layer, communication must be aggregated for final analysis. Finally, at the last two layer, graph building, and processing layer, result layer, layers, the decision is made based on the analysis results and interpretation layer, and application layer. Each layer has its announced to the required audience. These results can be used distinct functionality. The first layer, i.e., the data source layer, for identifying the efficient path from source to destination is responsible for data generation. We deployed two major based on present traffic condition or can be any announcement systems, i.e., the vehicular network and the road sensors to the authorities regarding traffic, such as blockage of the road, system. The road sensors system consists of traffic monitoring higher intensity of traffic, accidents, etc. sensors at each road intersection of the city, which collects all The data is kept in Hadoop Distributed file System (HDFS) the traffic related information including the number of vehicles, in the form of graphs. The change in the traffic results in the average speed of vehicles, traffic intensity, distance etc., while updating the graphs. The changes in traffic measured in chunks the vehicular network is used to get the individual vehicle of time and send to the main smart transportation building. information such as, location and speed. This layer makes the INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 6, NO. 1, SEPTEMBER 2017 14 Fig. 1. The proposed architecture for smart transportation The newly built roads require the addition of new nodes and constructing new roads, new buildings, parks, etc., while edges in the graph. Otherwise, the graph is updated only by considering the traffic history on the highway. It covers the changing the weights of the edges. position and speed of every automobile between ends points of the highway. Cologne city of Germany vehicular mobility The citizens only have the limited access to the system. He traces are produced as a part of one of the projects of German can just take current information about the traffic, i.e., discover Aerospace Center (ITS-DLR). It contains the movement data of the fastest or shortest path to the target point and some of other all the vans in the city covering 400 square km area in 24 hours announcements related to the travellers. All the with 700 cars. announcements, current traffic information, and other serious Initially, the analysis is performed on Aarhus city traffic. traffic events are directly sent to the authorities. Moreover, the The speed analysis with respect to the intensity of traffic is authorities have full control over the system. They can also performed. When the intensity of traffic is more, i.e., more request any real time information from the system. When the vehicles on the road between two points, the average vehicles’ system receives any request from the actor such as travellers or speed of reduces. The reduction in the vehicles’ total on the authorities, it takes the current graph and performs required road results in a rise in the average speed. Thus, the overall time graph algorithm using Spark GraphX and sends results back to required to reach the destination is affected by the vehicles’ the actor. More description of graph algorithm will come in counts on the road and their average speed. The time to reach upcoming sections. the other point is shown in Figure 2, as affected by the traffic intensity. Accordingly, we can easily comprehend, if there is a A. Vehicular Data Analysis and Discussion rise in the number of vehicles then it will also increase the We take real large size vehicular traffic generated datasets duration required to reach the destination point. As a result of from various reliable resources. The Aarhus city of Denmark this phenomena, we take real-time traffic information to traffic datasets [9, 10, 11] along with the Madrid highway calculate the shortest and quickest path between source and dataset [12], and vehicles’ movement traces [13, 14, 15] of one destination rather than only the distance information. of the cities of Germany are used for city traffic analysis. The intensity of the traffic varies from time to time on the Aarhus city of Denmark traffic data is collected by placing same road. The intensity analysis at the various time of the day pairs of sensor at source-destination (intersections) points on helps the authorities to manage and make a proper plan for the various sites to assess the traffic movement between these traffic on that particular time. Figure 3 shows the intensity of points. It contains several types of information like timestamp, the traffic in one of the roads of Aarhus city. We can see at early geographic position, and traffic amount. The Madrid Highway morning 7:00-9:00 and noon time 11:25-12:30, the traffic is vehicular traffic dataset is more significant for the smart city to higher on the road. This might be because of the office and facilitate the inhabitants and also for doing city planning in school start time and at noon the kid's school end time. INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 6, NO. 1, SEPTEMBER 2017 15 Therefore, the proposed system announced the authorities when the intensity of the traffic increases on a particular road at any time of the day. Moreover, the system also has the capability to identify the blockage of the road if the road exceeds the current vehicle limits. The jam roads can be identified by the measuring the number of vehicles and their average speed. When the total number of all types of vans on the road is more and the average speed is too low, this shows the blockage of the road. Figure 4 shows the blockage of one of the roads in Aarhus city. It is obvious that the average speed of the vehicles is too low even when the number of vehicles is also low. We can see that most of the road blockage is done at morning times on different days. This is because of the road construction and working at morning time. Fig. 4. Road blockage analysis on various time and date Based on all these analyses, the usage of real-time traffic data using graph algorithms is proposed. This traffic B. Use of Graph in Smart Transportation information is stored as graphs, which is updated after small Based on all the analysis made in section III (B), the use of chunks of times. The graph building and the usage of existing existing graph algorithms with interchanging weights is graph algorithms with various weight calculation mechanisms proposed to execute smart transportation decisions. Here we are proposed to take the smart decision to achieve smart described few of the decisions made by smart transportation transportation in the city. system using graph algorithms. However, other than these decisions; we can also use other graph technologies and algorithms to make lots of other transportation-related complex decisions. In this section, we are describing how the graphs are generated from vehicular data and few other smart transportation decisions that can be made using graphs such as, finding quickest and shortest path towards destination, finding the congested or blocked road, finding the quickest route to more than one destinations etc., by using real-time vehicular data. Graph Building The traffic data is represented by directed and weighted road graph RG including vertices and weighted edges, which is denoted by RG = (Vi, EVi,Vj) with three types of weights. Each intersection of the roads is represented by a vertex of the road Fig. 2. Estimated time to reach to point B at various traffic intensity graph RG, denoted by Vi, where i represents the intersection number. The road between two intersections is represented by an edge of the graph between two vertices, denoted by (EVi,Vj), where E is the edge (road) from intersection Vi to Vj. Each edge (EVi,Vj) have three type of weights, which represents the current traffic scenarios including 1) the distance from one intersection to another intersection Vi and Vj, denoted by DISTVi,Vj 2) Average speed of entire vehicles in between two intersections (Vi,Vj), denoted by AVG_SPVi,Vj 3) total of vehicles going from intersection Vi to Vj, denoted by NO_VEHVi,Vj. A sample road graph of a small part of the city is shown in Figure 5. The undirected edges show the road from intersection Vi to Vj and from Vj to Vi. The graph processing is done by dividing the graph into mutually exclusive N subgraphs, i.e., G1, G2, G3, …….., GN Fig. 3. Intensity of Traffic between point A and B on various time of the day such that G1 ∩ G2 ∩ G3 ∩ …….. ∩ GN = Φ. It is better option to divide the graph based on the city environment, i.e., dividing the graph depending upon the bridges in the city. Each INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 6, NO. 1, SEPTEMBER 2017 16 The worst case complexity of Dijkstra method to find SPST is O(n2), n represents the number of vertices of the RG. However, when it is implemented using Fibonacci series, it is reduced to O(E + V log V) while, in binary heap implementation, it becomes O(E log E). Therefore, the best way to implement Dijkstra algorithm is either using Fibonacci series or heap tree. Highly Intense road finding Authorities may also want to find out the usage of various roads at various times of the day. They may want to determine the higher intensity roads to control or divert traffic to lower intense rods. To find all such highly intense roads in the city, the current real-time traffic conditions, the number of lanes (NO_LNVi,V) on the road, as well as the distance of the road are Fig. 5. Graph development for smart transportation considered. To find all the higher intensity links, the weights of each link are calculated as of the Subgraph Gi is processed by the separate node, and then at result aggregation level, the results are aggregated. Later, the Weight   NO _ VEHVi,Vj  /  NO _ LNVi,Vj X DISTVi,Vj  following decisions are made using various graph algorithms (4) by parallel processing of the subgraphs. For solving this problem, we use the maximum spanning tree Quickest route finding (MxST) using weights calculated by equation 4. Two generally The major problem for the travellers is to go to a destination used graph algorithms for MxST are Kruskal's and Prim’s within a time. The existing systems let the travellers to identify algorithms. The complexities of these algorithms are almost the shortest route based on the distance. However, sometimes same. In the case of Prim’s algorithm, the complexity is the selected roads are crowded, which cause delay. Therefore, O((E+V) log V) = O (E log V). For Kruskal's approach, it is the proposed system takes into account the real-time traffic O(E log V) or O (E log E). conditions while finding the quickest road. The proposed system takes the current traffic intensity as well as the vehicles Extremely intense Link finding speed to find out the fastest way. The shortest path spanning In another case, finding a blocked road or highly intense road tree (SPST) finding algorithms are practiced to solve this is also one of the required tasks for the authorities. They might citizen’s problem. The Dijkstra's algorithm is mostly used want to find the highly intense road in the city to broaden the graph algorithm to find the SPST, which directs the shortest road by contracting more lanes. They might also perform time route to the destination. The system provides the shortest route analysis on the extreme links/roads to find the causes of higher based on either the distance (shortest route) or shortest time intensity on a specific time. Moreover, they are also notified (quickest route). In the first case, the distance, i.e., DISTVi,Vj blockage of any road due to higher intensity of traffic. To cater is used as weights of the edges to apply the Dijkstra algorithm such type of problems, the weights are calculated as by to find the SPST. In this case, the overall distance is calculated equation (4). The authorities are notified by generating alarm by when any road blockage occurs due to high intensity of traffic by comparing the calculated weight with the threshold as Total Distance   SPST DISTVi,Vj  (1) represented by the following equation Weight   NO _ VEHVi, Vj /  NO _ LNVi, Vj * DISTVi, Vj   £ In another case, the average speed of current vehicles is also (5) considered. Weights are examined by using distance, DISTVi,Vj, as well as the average speed AVG_SPVi,Vj and Moreover, the maximum edge finding algorithm is used to calculated as calculate the higher intensity road of the city. Weight  DISTVi,Vj x AVG _ SPVi,Vj (2) Finding quickest Route with more than one destinations Some specific travellers, every day visit some of the places. Moreover, in this case, the overall time to reach to the They have more than one sequential destinations. They might destination is calculated by need to find out the quickest or shortest route to cover all destinations with the shortest time. In such case, the weight is  Totaltime   SPST DISTVi,Vj x AVG _ SPVi,Vj  (3) calculated by the similar mechanism that we discussed for finding the quickest route by equations 1-3, as described earlier INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 6, NO. 1, SEPTEMBER 2017 17 in this section. This type of problem directly matched with the Fig. 7. Graph generation time with respect to rise in the overall nodes traveller salesperson problem. The problem is too complex; Similarly, there are a lot of other various travellers’ problems there is no proper, efficient solution for traveller salesman that can be solved by using real-time traffic by means of a graph problem. Normally researchers use either Hamiltonian circuit such as; traffic authorities might want to check the signal or Genetic algorithms to solve traveller salesman problem. Still, conditions or traffic situations at each intersection by it is a hot topic in graph theory. However, at this level, we used personally visiting the each intersection. For this purpose, the the Hamiltonian circuit in a limited way to cater this problem. Hamiltonian circuit is the best selection to find the route to visit all intersection exactly once. There are a lot other such Patrolling or Cleaning Problem scenarios that can be solved with various graph techniques. In this scenarios, few people are required to visit all of the roads of the whole city or subset of the city. Like Patrolling III. IMPLEMENTATION AND EVALUATION police might want to visit all road for security purpose at For evaluation purpose, we implemented the system using various random times of the day, the cleaning and sanitation Spark and GraphX over the Hadoop ecosystem that has a single authorities might also visit all road for cleaning purpose. They data node. The implementation is achieved on 3.2 GHz LTS want to know about the proper and efficient route to follow by coreTMi5 machine with four Gigabyte memory using which they can visits all the roads efficiently. This Problem is UBUNTU 14.04. Real-time traffic data generation is quite a real problem, which can be solved through Euler accomplished by forming packets from the datasets by using circuits/path finding algorithms. O (E) is the complexity of the Wireshark libraries and retransmit these packets towards the Euler circuit finding algorithm, where E represents the number developed system. Later, the collection and aggregation unit of edges. However, sometimes, the graph does not have Euler handled the network packets while generating a Hadoop circuit or path. A graph can only have a Euler circuit if and only readable sequence file using Hadoop Pcap Input, if every vertex has even degree. Similarly, a graph has Euler Hadoop-pcap-serde, and Hadoop-pcap-lib libraries so that it path if and only if all vertices have even degree except first and can be processed by Hadoop and GraphX. GraphX is used to last vertex. build and process graphs with the aim of making smart transportation decisions. The Dataset referred in section III (B) are used to execute the system’s efficiency testing. Since the core contribution of the presented work is the processing of large graphs to achieve smart transportation, thus, efficiency evaluation in terms of the response time (in milliseconds) is the main consideration. The effect of processing time with respect to increase in the graph is also examined while evaluating the system’s efficiency. We tested the system by increasing number of nodes and number of edges from zero to one hundred thousand, as shown in Figure 6 and Figure7. The massive rise in the overall edges and nodes introduces a gradual growth in the processing time while building the graph. Moreover, even for one hundred thousand nodes and edges, the processing time is quite lower, i.e., less than one thousand milliseconds. Therefore, based on the Fig. 6. Graph generation time with respect to rise in the overall edges efficiency results, we can say that the system performs well and in a real-time if it is developed using Spark and GraphX on Hadoop ecosystem. IV. CONCLUSION Smart transportation leaves a significant influence on the inhabitant’s life and economy of the country. The system based on the graph technology and parallel processing of graphs is proposed in this paper. Since the graph is the best technique to exemplify the transportation structure, therefore the graph-oriented approach is deployed in order to achieve the smart transportation. Vehicular traffic is analyzed using existing datasets taken from various resources having the transportation information of Spain, Denmark, and Germany. The designed system is divided into several layers and stages to efficiently handle the incoming high-speed vehicular traffic INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 6, NO. 1, SEPTEMBER 2017 18 generated Big Data. Finally, we have implemented the whole Volume 56, March 2016, Pages 493-503, ISSN 0167-739X, http://dx.doi.org/10.1016/j.future.2015.08.004. system using Apache Spark and GraphX tool (for large graphs [17] M. Mazhar Rathore, Awais Ahmad, Anand Paul, Seungmin Rho. 2016. processing) over the Hadoop ecosystem to attain higher Urban planning and building smart cities based on the Internet of Things efficiency and immediate processing. Using GraphX and Spark using Big Data analytics. Computer Networks. Volume 101, 4 June 2016, Pages 63-80, ISSN 1389-1286, over the Hadoop system results in the extraordinary rise in the http://dx.doi.org/10.1016/j.comnet.2015.12.023. system. [18] Awais Ahmad, Muhammad Mazhar Ullah Rathore, and Anand Paul. 2015. Integration of Capillary Devices in the Smart Society based on Web ACKNOWLEDGMENTS of Things. In Proceedings of the 3rd International Conference on Human-Agent Interaction (HAI '15). ACM, New York, NY, USA, This research was supported by Basic Science Research 269-272. DOI=http://dx.doi.org/10.1145/2814940.2814994 Program through the National Research Foundation of Korea [19] Přibyl. 2015. Transportation, intelligent or smart? On the usage of entropy as an objective function. Smart Cities Symposium Prague (SCSP). (NRF) funded by the Ministry of Education Prague, 2015, pp. 1-5. (NRF-2016R1D1A1A09919551) doi: 10.1109/SCSP.2015.7181564 [20] F. Zhu, Z. Li, S. Chen and G. Xiong. 2016. Parallel Transportation REFERENCES Management and Control System and Its Applications in Building Smart Cities. In IEEE Transactions on Intelligent Transportation Systems. vol. [1] CISCO. 2015. The Internet of Things, Infographic. available online at 17, no. 6, pp. 1576-1585, June 2016. doi: 10.1109/TITS.2015.2506156 http://blogs.cisco.com/news/the-internet-of-things-infographic, May 24, [21] Z. Ding, B. Yang, Y. Chi and L. Guo. 2016. Enabling Smart 2015. Transportation Systems: A Parallel Spatio-Temporal Database Approach. [2] Srivastava, Lara. 2005. Japan’s ubiquitous mobile information society. In IEEE Transactions on Computers. vol. 65, no. 5, pp. 1377-1391, May 1 info, vol. 6, no. 4, pp. 234-251, 2004. 2016. doi: 10.1109/TC.2015.2479596 [3] Giroux, Sylvain, and Hélène Pigot. 2005. From Smart Homes to Smart Care. ICOST 2005, 3rd International Conference on Smart Homes and Health Telematics. Vol. 15. IOS Press, 2005. Muhammad Mazhar Ullah Rathore received his Master’s degree in [4] Han, Sun Sheng. 2005. Global city making in Singapore: a real estate Computer and Communication Security from the National University perspective. Progress in Planning 64, no. 2 (2005): 69-175. of Sciences and Technology, Pakistan in 2012. Currently, he is [5] O'droma, Mairtin, and Ivan Ganchev. 2012. The creation of a ubiquitous pursuing his Ph.D. with Dr. Anand Paul at Kyungpook National consumer wireless world through strategic ITU-T standardization. IEEE University, Daegu, South Korea. His research interests include Big Communications Magazine 48, no. 10 (2010): 158-165. Data Analytics, Internet of Things, Smart Systems, Network Traffic [6] Xia, Feng, Laurence T. Yang, Lizhe Wang, and Alexey Vinel. 2012. Internet of things. International Journal of Communication Systems 25, Analysis and Monitoring, Remote Sensing, Smart City, Urban no. 9 (2012). 1101. Planning, Intrusion Detection, and Computer and Network Security. [7] Zeng, Deze, Song Guo, and Zixue Cheng. 2011. The web of things: A He is an IEEE and ACM student member. He got best project/paper survey. Journal of Communications 6, no. 6 (2011): 424-438. award in Qualcomm Innovation Award 2016 at Kyungpook National [8] Jin, Jiong, Jayavardhana Gubbi, Slaven Marusic, and Marimuthu University, Korea for his paper “IoT-Based Smart City Development Palaniswami. 2014. An information framework for creating a smart city using Big Data Analytical Approach”. He is also a nominee of Best through Internet of things. Internet of Things Journal, IEEE 1, no. 2 Project Award in 2015 IEEE Communications Society Student (2014): 112-121. Competition for his project “IoT based Smart City”. He is serving as a [9] Stefan Bischof, Athanasios Karapantelakis, Cosmin-Septimiu Nechifor, Amit Sheth, Alessandra Mileo and Payam Barnaghi. 2014. Semantic reviewer for various IEEE, ACM, Springer, and Elsevier journals. Modeling of Smart City Data. Position Paper in W3C Workshop on the Web of Things: Enablers and services for an open Web of Devices, 25-26 Anand Paul received the Ph.D. degree in electrical engineering from June 2014, Berlin, Germany. [10] R. Tönjes, P. Barnaghi, M. Ali, A. Mileo, M. Hauswirth, F. Ganz, S. the National Cheng Kung University,Tainan, Taiwan, in 2010. He is Ganea, B. Kjærgaard, D. Kuemper, S. Nechifor, D. Puiu, A. Sheth, V. currently working as an Associate Professor with the School of Tsiatsis, L. Vestergaard. 2014. Real Time IoT Stream Processing and Computer Science and Large-scale Data Analytics for Smart City Applications. poster session, Engineering, Kyungpook National University, Daegu, Korea. He is a European Conference on Networks and Communications 2014. delegate representing Korea for M2M focus group and for MPEG. His [11] Sefki Kolozali, Maria Bermudez-Edo, Daniel Puschmann, Frieder Ganz, research interests include algorithm and architecture re- configurable Payam Barnaghi. 2014. A Knowledge-based Approach for Real-Time IoT embedded computing. Prof. Data Stream Annotation and Processing. In Proc. of the 2014 IEEE Paul has Guest Edited various international journals and he is also part International Conference on Internet of Things (iThings 2014), Taipei, of Editorial Team for Journal of Platform Technology and Cyber Taiwan, September 2014. [12] Gramaglia, M., Trullols-Cruces, O., Naboulsi, D., Fiore, M. and Calderon, Physical Systems. He serves as a Reviewer for various IEEE/IET M. 2014. Vehicular networks on two Madrid highways. In 2014 Eleventh journals. He is the track Chair for smart human computer interaction in Annual IEEE International Conference on Sensing, Communication, and ACMSAC 2015, 2014. He was the recipient of the Outstanding Networking (SECON) (pp. 423-431), 3 July, 2014, Singapo. International Student Scholarship Award in 20042010, the Best Paper [13] S. Uppoor, M. Fiore. 2011. Large-scale Urban Vehicular Mobility for Award in National Computer Symposium, Taipei, Taiwan, in 2009, Networking Research. IEEE VNC 2011, Amsterdam, The Netherlands, and UWSS 2015, in Beijing, China. He is also IEEE Senior Member. November 20 [14] D. Naboulsi, M. Fiore. 2013. On the Instantaneous Topology of a Dr. Seungmin Rho , Ph.D. is a faculty of Depart- ment of Media Large-scale Urban Vehicular Network: the Cologne case. ACM MobiHoc 2013, Bangalore, India, July 2013 Software at Sungkyul Univer- sity in Korea. In 2012, he was an [15] S. Uppoor, O. Trullols-Cruces, M. Fiore, J.M. Barcelo-Ordinas. 2014. assistant pro- fessor at Division of Information and Commu- nication Generation and Analysis of a Large-scale Urban Vehicular Mobility in Baekseok University. In 2009–2011, he had been working as a Dataset. IEEE Transactions on Mobile Computing, Vol.13, No.5, May Research Professor at School of Electrical Engineering in Korea 2014 University. In 20 08–20 09, he was a Postdoctoral Re- search Fellow at [16] Awais Ahmad, Anand Paul, M. Mazhar Rathore, Hangbae Chang. 2016. the Computer Music Lab of the School of Smart cyber society: Integration of capillary devices with high usability Computer Science in Carnegie Mel- lon University. He gained his based on Cyber Physical System. Future Generation Computer Systems. B.Science. (2001) in Computer Science from Ajou University, Ko- rea INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 6, NO. 1, SEPTEMBER 2017 19 (South), M.Science. (2003) and Ph.D. (2008) in Information and Communication Technology from the Graduate School of Information and Communication at Ajou University. He visited Multimedia Systems and Networking Lab. in Univ. of Texas at Dallas from Dec. 2003 to March 2004. Before he joined the Computer Sciences Department of Ajou University, he spent two years in industry. His current research interests include database, big data analysis, music retrieval, multimedia systems, machine learning, knowledge management as well as computa- tional intelligence. He has published more than 180 papers in refereed journals and conference proceedings in these areas. He has been involved in more than 20 conferences and workshops as various chairs and more than 30 conferences/workshops as a program committee member. He has been appointed as an Editor-in-Chief in Journal of Platform Technology (JPT) since 2013. He has edited a number of international journal special issues as a guest editor, such as Enterprise Information Systems,Multimedia Systems, Information Fusion, ACM Transactions on Embedded Com- puting, Journal of Real-Time Image Processing, Future Generation Com- puter Systems, Engineering Applications of Artificial Intelligence, New Review of Hypermedia and Multimedia, Multimedia Tools and Applications, Personal and Ubiquitous Computing, Telecommunication Systems, Ad Hoc & Sensor Wireless Networks and etc. He has received a few awards including Who’s Who in America, Who’s Who in Science and Engineering, and Who’s Who in the world in 2007 and 2008, respectively. AWAIS AHMAD received the PhD degree in computer science and engineering from Kyungpook National University, Daegu, South Korea. He is currently an Assistant Professor (Research Professor) with the Department of Information and Communication Engineering, Yeungnam University, South Korea. He has authored or co-authored more than 65 research papers (journals and conferences) and also several book chapters related to big data and Internet of Things. His research interest includes big data, Internet of Things, social Internet of Things, and human behaviour analysis using big data. His serves as a Guest Editor in various Elsevier and Springer journals. He is an invited Reviewer in the IEEE COMMUNICATION LETTERS, the IEEE JOURNAL of SELECTED TOPICS in APPLIED EARTH OBSERVATIONS and REMOTE SENSING, the IEEE TRANSACTIONS on INTELLIGENT TRANSPORTATION SYSTEMS, and several other IEEE and Elsevier journals. He received three prestigious awards, including the Research Award from the President of Bahria University Islamabad, Pakistan, in 2011, the Best Paper Nomination Award in WCECS 2011 at UCLA, USA, and the Best Paper Award in first Symposium on CS & E, Moju Resort, South Korea, in 2013. INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 6, NO. 1, OCTOBER 2017 20 Expert CF: Sparse Data Matrix Completion with Artificial Experts Gangmin Li, Minghuang Chi and Gautam Pal  Abstract—Collaborative Filtering (CF) is widely used to provide active user 𝑢𝑏 through finding other active users correlated to recommendations in ecommerce systems. CF works on a large 𝑢𝑏 and other active items (ratings made by active users with data set by constructing an item-user matrix through association other existing ratings) correlated to 𝑖𝑎 [8]. analyses among items and similarity analyses among users. However, CF suffers from data sparsity and computation complexity. This paper introduces a concept of “experts” to 𝑖1 … 𝑖𝑎 … 𝑖𝑞 overcome the two identified problems. An expert is an artificially created user, who represents a cluster of users in terms of behavior and taste. The construction of experts can be done off-line through 𝑢1 data filtering and classification. In actual recommendation, when … data are spars, a number of experts can be added as existing users to produce recommendations. Index Terms—Recommendation, Collaborative Filtering, 𝑢𝑏 𝑟𝑏,𝑎 ? Artificial Intelligence, Experts, Data Matrix Completion. I. INTRODUCTION SUR R ECOMMENDATION systems developed for e- commerce have been one of the great successes in Big Data application [1, 2]. Recommendation systems use … SIR SUIR input data about a customer’s interests to generate a list of recommendations. Collaborative Filtering used in the most popular recommender systems and has proved successful [3]. It 𝑢𝑝 offers an idea to recommend items to user from other similar users profiled together whose are found similar taste by defining their distance [4]. Distance or similarity definition Figure 1. Traditional Collaborative Filtering Approach among items and users suffers from data sparsity [5, 6], where a new item or user’s entry does not have enough data to be used It would be easily realized when item-user matrix is filled. to make any valid recommendations and scalability problem However, in reality the item-user matrix is very sparse and luck [7], where computation of recommendation based on the similar of active user or active item. Finding similar item or user needs peers takes too much time. To solve these problems, we have to search larger space. working on a new approach by introducing a concept of expert, From the item-user matrix X, we can have item vector: who is an artificially generated user based on user cluster and 𝑇 select its representatives based on the demand. Then use experts 𝑋𝑖 = [𝑖1 , 𝑖2 , … , 𝑖𝑄 ], 𝑖𝑞 = = [𝑟1,𝑞 , 𝑟2,𝑞 , … , 𝑟𝑃,𝑞 ] (1) to supplement shortage of the peers to generate recommendation by generating predicted rate. where q ∈ [1, Q]. Each column vector 𝑖𝑚 corresponds to the ratings of a particular item m by p users. we can also have user II. METHOD vectors as: A. Experts in collaborative filtering 𝑋𝑢 = [𝑢1 , 𝑢2 , … , 𝑢𝑃 ]𝑇 , 𝑢𝑃 = [𝑟𝑝,1 , 𝑟𝑝,2 , … , 𝑟𝑃,𝑄 ]𝑇 (2) Proposed expert is built based on existing Collaborative Filtering (CF). CF approach formulates problem as a large-scale where 𝑝 ∈ [1, 𝑃]. Each row vector 𝑢𝑃 𝑇 indicates a user profile item-user matrix, let us denote it as X and illustrated in Figure that represents a particular user’s item ratings. With representations of item and user above, we can 1. calculate similarity or distance between items and users. Item As Figure 1 illustrates, user files are represented as an 𝑄 × 𝑃 similarity, denoted by 𝑠𝑖𝑚𝑖𝑎 , 𝑖𝑐 can be calculated using any item-user matrix X, where 𝑄, 𝑃 are the sizes of items and users. CF intents to predict 𝑟𝑏, 𝑎 , which is active item 𝑖𝑎 made by Gangmin Li, Minghuang Chi, and Gautam Pal are with the Department of Computer Science and Software Engineering at Xi’an Jiaotong Liverpool University, Suzhou, 215123 China INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 6, NO. 1, OCTOBER 2017 21 similarity calculations. Eq. 3 is the Pearson Correlation Use of Expert. Coefficient (PCC) calculation. In the recommendation phase, requests need to be processed and responded quickly. A locally-reduced item-user matrix can ∑𝑢∈𝑈(𝑟𝑢, 𝑖𝑎 − ̅̅̅̅)∙(𝑟 𝑟𝑖𝑎 𝑢, 𝑖𝑏 − ̅̅̅̅) 𝑟𝑖𝑏 𝑠𝑖𝑚𝑖𝑎 ,𝑖𝑏 = 2 (3) be . created and used. A locally-reduced item-user matrix selects Eq. 3 2 √∑𝑢∈𝑈(𝑟𝑢, 𝑖 − ̅̅̅̅) 𝑎 𝑟𝑖𝑎 ∙ √∑𝑢∈𝑈(𝑟𝑢, 𝑖 − ̅̅̅̅) 𝑏 𝑟𝑖 𝑏 the most similar items and the most similar active user supplemented with the most similar experts. It is relatively easy Similarly, similarity between user 𝑢𝑎 and 𝑢𝑏 can be obtained to select M top similar items SI, Following Eq. 3 similarity by using PCC as shown in Eq. 4, between two items can be calculated and all the similarity can be sorted in a descending order. Top M similar items can be selected as reduced item set for the online matrix. Similarly, the ∑𝑖∈𝐼(𝑟𝑢𝑎,𝑖 − ̅̅̅̅̅)∙(𝑟 𝑟𝑢𝑎 𝑢𝑏 ,𝑖 − ̅̅̅̅̅) 𝑟𝑢𝑏 top N can be selected from a previous build link-minded user 𝑠𝑖𝑚𝑢𝑎 ,𝑢𝑏 = (4) . Eq. √∑𝑖∈𝐼(𝑟𝑢 ,𝑖 − ̅̅̅̅̅) 2 𝑟𝑢𝑎 ∙√∑𝑖∈𝐼(𝑟𝑢 ,𝑖 − ̅̅̅̅̅) 𝑟𝑢𝑏 2 set SU. So,4 the user set of the online matrix is also reduced. If 𝑎 𝑏 there are E empty cells in the user set to form M × K Item-User Note both similarity calculation uses active user rate on active Matrix, K experts can be selected from the similar experts set. items. It is obvious that search active users and items through After the top M similar items and K like-minded users are entire item-user matrix, is computationally expensive and time selected, related ratings will be extracted to fill the locally- consuming. Its scalability is seriously in doubt. reduced item-user matrix from original item-user matrix. So predicting user’s request and makes recommendation can be B. Expert Definition, Generation and Usage made based on experts. We define experts as filtered users who satisfying conditions: C. Predicted User Rate with Expert Added Rating numbers exceed a threshold 𝝆. Sufficient data samples are necessary to predict the general Both like-minded user and expert’s rate can be used to population. Expert set needs a general coverage on the item set, predict a user made on the same item. Four types of ratings can that is, less sparse and more even distributed than other users in be obtained, ratings from the same user made on the similar the item-user matrix. i.e. items, like-minded user made on the same item, like-minded 𝑢𝑖  U  E   𝜌 & 𝑢𝑖 , 𝑆𝑖𝑧𝑒(𝐼{𝑢𝑖 }) ≥ 𝜌 Con.1 users made on similar items and like-minded expert made on where E is set of experts. the same item. Denote as 𝑆𝐼𝑅′ ，𝑆𝑈𝑅′ , 𝑆𝑈𝐼𝑅′ , and 𝑆𝐸𝑅′. Given an active 𝑖𝑎 and 𝑢𝑏 : Ratings exclude individual bias ∑𝑀 𝑠=1 𝜔 ∙ 𝑠𝑖𝑚𝑖𝑠 ,𝑖𝑎 ∙ 𝑟𝑢𝑏 ,𝑖𝑠 Expert has a fixed marking scale and deviate, provided every 𝑆𝐼𝑅′ = ∑𝑀𝑠=1 𝜔 ∙ 𝑠𝑖𝑚𝑖𝑠 ,𝑖𝑎 item he or she rates fair, and deviate less than all other user’s. 𝐾 ∑ 𝑡=1 𝜔 ∙ 𝑠𝑖𝑚𝑢𝑡 ,𝑢𝑏 ∙ (𝑟𝑢𝑡 ,𝑖𝑎 − 𝑟𝑢𝑡 ) i.e. 𝑆𝑈𝑅′ = + 𝑟𝑢𝑏 𝑢𝑖  U  E  (𝑟𝑢𝑖 ) < (𝑟𝑈 ) Con.2 ∑𝐾 𝑡=1 𝜔 ∙ 𝑠𝑖𝑚𝑢𝑡 ,𝑢𝑏 To meet above conditions, Expert generation needs to follow ∑𝐾 𝑀 𝑡=1 ∑𝑠=1 𝜔 ∙ 𝑠𝑖𝑚(𝑖𝑠 ,𝑖𝑎 ),(𝑢𝑡 ,𝑢𝑏 ) ∙ 𝑟𝑢,𝑖 𝑆𝑈𝐼𝑅′ = a few steps to ensure that the condition is satisfied. ∑𝐾 𝑀 𝑡=1 ∑𝑠=1 𝜔 ∙ 𝑠𝑖𝑚(𝑖𝑠 ,𝑖𝑎 ),(𝑢𝑡 ,𝑢𝑏 ) 𝐸 (6) ∑ 𝜔 ∙ 𝑠𝑖𝑚 ∙ (𝑟 − 𝑟 ) Clustering active users 𝑆𝐸𝑅′ = 𝑡=1 𝑒𝑡 ,𝑢 𝑏 𝑒𝑡 ,𝑖𝑎 𝑒𝑡 + 𝑟𝑢𝑏 In this step, all users are assigned into clusters using a ∑𝐸𝑡=1 𝜔 ∙ 𝑠𝑖𝑚𝑒𝑡,𝑢𝑏 clustering algorithm such as k-means clustering algorithm or K- spectral clustering. Once all users have been assigned into where 𝑠𝑖𝑚(𝑖𝑠,𝑖𝑎 ),(𝑢𝑡,𝑢𝑏) is defined: different clusters, we can represent each user cluster with its centroid 𝑢̅. The centroid is the artificially generated expert. The 𝑠𝑖𝑚𝑖𝑠 ,𝑖𝑎 ∙ 𝑠𝑖𝑚𝑢𝑡,𝑢𝑏 𝑠𝑖𝑚(𝑖𝑠,𝑖𝑎 ),(𝑢𝑡,𝑢𝑏) = next step is to choose required number of experts from similarity clusters. √𝑠𝑖𝑚2 𝑖𝑠 ,𝑖𝑎 + 𝑠𝑖𝑚2 𝑢𝑡,𝑢𝑏 (7) Choose Experts In practice, 𝑆𝐼𝑅′ ，𝑆𝑈𝑅′ , 𝑆𝑈𝐼𝑅′ , and 𝑆𝐸𝑅′ can then be used Once we have all active users clustered into different user to extract the prediction rating by a fusing function. 𝜆, 𝛿 𝑎𝑛𝑑 𝜃 clusters, then we would store the similarity for each user to user- are three parameters introduced to balance 𝑆𝐼𝑅′ cluster and it gives every user similar clusters in a descending ，𝑆𝑈𝑅′ , 𝑆𝑈𝐼𝑅′ , and 𝑆𝐸𝑅′ in order to achieve better order. These clusters are used for selecting the top K like- recommendation and fit these ratings to real conditions. The minded users and generating a much smaller matrix that can be function is defined: accessed quickly. The similarity between user 𝑢𝑎 and user cluster 𝐶𝑢′ as follows it is again PCC similarity measurement. 𝑆𝑅′: 𝑟𝑢𝑏,𝑖̂ = £{𝑆𝐼𝑅′，𝑆𝑈𝑅′, 𝑆𝑈𝐼𝑅′, 𝑆𝐸𝑅′} 𝑎 ∑𝑖∈I△𝑟𝐶 ′ ∙(𝑟𝑢𝑎,𝑖 −𝑟 𝑢 ,𝑖 ̅̅̅̅̅ 𝑢𝑎 ) = (1 − 𝜆) ∙ (1 − 𝛿) ∙ (1 − 𝜃)S𝐼𝑅′ (8) 𝑠𝑖𝑚𝑢𝑎 ,𝐶𝑢′ = (5) 2 √∑𝑖∈ℐ(△𝑟𝐶𝑢′,𝑖 ) ∙√∑𝑖∈ℐ(𝑟𝑢𝑎,𝑖 −𝑟 ̅̅̅̅̅) 𝑢𝑎 2 +(1 − 𝜆) ∙ (1 − 𝛿) ∙ 𝜃 ∙ 𝑆𝑈𝑅′ +(1 − 𝜆) ∙ 𝛿 ∙ 𝑆𝐸𝑅′ + 𝜆 ∙ 𝑆𝑈𝐼𝑅′ INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 6, NO. 1, OCTOBER 2017 22 III. RESULT TABLE 2 COVERAGE RATE ON ML_300 FOR THE DIFFERENT CF APPROACHES An ExpertCF is implemented in Python, a succinct and fast Training Set Method Given20 Coverage programming language. The evaluation is done by using ML_300 expertCF 0.721 96.9% MovieLens.org data. Its original dataset contains 138,000 users CFSF 0.705 94.1% SUR 0.802 91.2% and 27,000 movies. Our evaluation only used partial data for SIR 0.813 93.6% training and partial data for testing. 60% used for training and 40% is used for testing. The program was run with Windows 10 The results show the coverage increase significantly in 64-bit Operating System with 16GB RAM and 3.40GHz. MAE comparison with other approaches. metric is adopted in our tests as it is the most used metric in recommender system offline testing. IV. CONCLUSION A. Overall Performances in terms of accuracy Expert CF build based on existing approached with aims to In this evaluation, ExpertCF was compared with traditional resolve problems of data sparsity and scalability associated with memory-based CF approaches: an item-based approach using the CF in recommendation systems. This paper reports our PCC (SIR) and a user-based approach using PCC (SUR), both efforts in artificially generated experts based on the existing also used in ExpertCF as offline calculation to improve data. Evaluations show the improvements on the solving accuracy performance. problems. Accuracy is improved when data is sparse and The dataset from MovieLens includes 27,000 movies and coverage is also improved. However, a few deficiencies need 138,000 users. We randomly extracted 500 users each user rated future improvement. The original expectation intended to cover over 40 movies and they were grouped by selecting the first all users request, that is, to achieve 100% coverage, toward 100, 200 and 300 users, denoted as ML_100, ML_200 and complete solution of cold-start issue. The system addressed this ML_300, as the training set. The last 200 users were used as the problem in which provided fusing function to fuse rating test set. We varied the number of items rated by active users prediction with a fixed weight whereas, from a consideration of from 5, 10 to 20, denoted as Given5, Given10 and Given20. A original goal, a separate function that deals with identification threshold for number of ratings a user has to make to be an of an inactive user or new user would effectively solve this expert was set 250. The rating scale 𝐸𝑖 was set to 8294 to be an problem. expert since an expert has to have a fixed marking scale and Meanwhile, dynamic expert set depends on user activity. deviate. Supposed using matrix factorization to detect each user’s The other parameters of ExpertCF are previously set as eigenvalue, which the result could indicate user’s interest and follows: C=50, 𝜆 =0.7, 𝛿 =0.1, 𝜃 =0.1, 𝜎 =0.55, K=25, M=95, make experts sample become entire original user set, each user E=10 and 𝜔 =0.35. As Table 1 demonstrated, ExpertCF could be an expert in a specific condition and the coverage rate outperforms the SUR and SIR considerably with respect to could reach further improvement. recommendation accuracy. REFERENCES TABLE 1 [1] J.B. Schafer, J.A. Konstan, and J. Reidl, “E-Commerce Recommendation MAES ON MOVIELENS AMONG DIFFERENT CF APPROACHES Applications,” Data Mining and Knowledge Discovery, Kluwer Training Academic, 2001, pp. 115-153. Method Given5 Given10 Given20 [2] Greg Linden, Brent Smith, and Jeremy York,“Amazon.com Set ML_300 expertCF 0.765 0.744 0.721 Recommendations Item-to-Item Collaborative Filtering” IEEE SUR 0.838 0.814 0.802 INTERNET COMPUTING SIR 0.870 0.838 0.813 [3] Gediminas Adomavicius, Alexander Tuzhilin. (2005). Toward the Next ML_200 expertCF 0.793 0.757 0.731 Generation of Recommender Systems: A Survey of the State-of-the-Art SUR 0.843 0.822 0.807 and Possible Extensions. IEEE TRANSACTIONS ON KNOWLEDGE SIR 0.855 0.834 0.812 AND DATA ENGINEERING. 17, 734-749. ML_100 expertCF 0.802 0.779 0.770 [4] G. Linden, B. Smith, J. York. (2003). Amazon.com Recommendations: SUR 0.876 0.847 0.811 Item-to-Item Collaborative Filtering, IEEE Internet Computing, Jan./Feb. SIR 0.890 0.801 0.824 [5] Nathan Nan Liu, Xiangrui Meng, Chao Liu, Qiang Yang. (2011). Wisdom of the Better Few: Cold Start Recommendation via Representative based Rating Elicitation. Proceedings of the 5th ACM Recommender Systems B. Expert Cluster Coverage Conference. The second evaluation is to see how expert to make up [6] Daqiang Zhang, Jiannong Cao, Jingyu Zhou, Minyi Guo and Vaskar Raychoudhury. (2009). An Efficient Collaborative Filtering Approach coverage where experts typically are motivated to rate new Using Smoothing and Fusing. 2009 International Conference on Parallel item, it solves new item entry, in other words, new item leans Processing. 558-565. to be recommended. In this evaluation, supposed parameters [7] X Amatriain，N Lathia，JM Pujol，H Kwak and N Oliver. (2009). The stay the same, coverage rate for ExpertCF and other three state- Wisdom of the Few A Collaborative Filtering Approach Based on Expert Opinions from the Web. International Acm Sigir Conference on Research of-the-art recommenders are given in Table 2. Where CFSF is & Development in Information Retrieval. 532-539. CF only involves smooth and fusion [8]. Only ML_300 and [8] Long Hu, Kai Lin, Mohammad Mehedi Hassan, Atif Alamri, given 20 are used. Abdulhameed Alelaiwi, (2015), CFSF: On Cloud-Based Recommendation for Large-Scale E-commerce, Mobile Netw Appl (2015) 20:380–390, Springer, DOI 10.1007/s11036-014-0560-5. INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 6, NO. 1, OCTOBER 2017 23 Quantum Data Structures for SoC Component Testing Vladimir Hahanov, Wajeb Gharibi, Svetlana Chumachenko, Eugenia Litvinova, Igor Iemelianov, and, Mykhailo Liubarskyi Abstract— Today we live in fourth industrial revolution, called Industry 4.0 where cyber physical systems (CPS), Internet of Things (IoT), Cloud Computing (CC), and Artificial Intelligence (AI) are integrating for advanced manufacturing. Many production systems, manufacturing processes and their state, equipment, and tools need to be monitored all the time. As equipment begins to fail, it causes stops in manufacturing process which is not efficient. Monitoring of manufacturing systems for maintenance helps to identify equipment condition and failures before equipment brakes-down. Intelligent data analysis of historical data and knowledge of the specific domain can improve decisions on maintenance. In this paper overview of Predictive Maintenance (PdM) in Industry 4.0 is analysed. Maintenance strategies can be corrective maintenance (occurs after a fault detection), improvement maintenance (occurs on demand) and preventive maintenance (occurs before a fault detection). Preventive maintenance (PM) is divided into Condition Based Maintenance (CBM) which covers Equipment-driven and Time-driven maintenance, and can be scheduled, continuous, or on request; and Predetermined Maintenance which defines the goals of Predictive-maintenance. Preventive Maintenance and spare parts of equipment replacement schedule can be defined using multi- objective evolutionary algorithms. To create real-time monitoring system or predictive maintenance system of manufacturing equipment it is important to have appropriate sensors for data capturing, effective intelligent data analysis methods, Key Performance Index (KPI) for evaluation and perform decisions under supervision plan. Vladimir Hahanov, Svetlana Chumachenko, Eugenia Litvinova, and Igor Iemelianov are with Kharkov National University of Radioelectronics, Kharkov, Ukraine. (Emails: hahanov@icloud.com, svetachumachenko@icloud.com, litvinova_eugenia@icloud.com, apot@kture.kharkov.ua) Wajeb Gharibi is with Computer Science Department Jazan University Jazan, KSA. (Email: gharibiw2002@yahoo.com) Mykhailo Liubarskyi, San-Francisco, USA. (Email: mlyubarskyy@gmail.com) INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 6, NO. 1, OCTOBER 2017 24 150W Military Grade Resonant-Reset Forward DC-DC Converter Yongseok Sim, Ilbong Jung, Juangtak Ryu and Jeenmo Yang  Abstract—In this paper, MIL-Grade 150W resonant-reset converter, which is very small in size, was examined and veri- forward DC-DC converter is designed and implemented. A par- fied such characteristics as input voltage range, maximum allel Schottky diode rectifier is newly designed for the purpose of output power, output voltage ripple and noise, conversion effi- high power efficiency, low ripple, and low noise characteristics. ciency through electrical performance tests The converter is realized with an experimental prototype of very small size 56.9mm×35.8mm×11.2mm aluminum package. From experiments, the converter was proven to satisfy MIL-STD in the II. CONVERTER DESIGN area of voltage characteristics, total output power (150W/48V/3.12A), ripple and noise (86mVpp or less), power A. Forward Converter Topology efficiency (89% or more) and power density. The converter, then, Fig. 1 shows block diagram of the proposed resonant-reset can be used as a DC power supply for military devices. forward converter. To meet miniature size, high power density, low ripple and noise, resonant-reset topology was considered Index Terms—DC-DC converter, Military power supply, Rip- for forward dc-dc converter. ple and noise, Schottky rectifier, Self resonant-reset OUTPUT Rectifier EMI/EMC Current LC (48V/3.12A) and Filter Sensing Filters I. INTRODUCTION Transformer Snubber Load N OWADAYS military equipment are composed with elec- tronic devices and are digitalized, the demands for DC power sources are increasing rapidly. INPUT (170~400VDC) PWM Controller Switching MOSFET Isolated Voltage Many researches are being done to meet the above demand Error Sensing [1]-[4]. The converter design depends upon the environment Amplifier Circuit used and the power source required. Military power sources Fig. 1. Block Diagram of the proposed DC-DC converter require such kind of characteristics as miniature size, high power density, line transient, high reliability, which are far from The converter operates by transformer-coupling the input industrial type power source. voltage into secondary circuit where it’s rectified and filtered. It As the converter is operating high frequency, it can operate receives DC 170 ~ 400V and outputs fixed 48V/3.12A under without the mechanisms of additional resonant reset techniques normal load conditions. It consists of EMI/EMC filter to elim- because core flux is reset by the resonance of transformer inate the unwanted noise at input side. The transformer provides magnetizing inductance and parasitic capacitance of switching isolation between the input and output. The rectifier diode on devices [4][5]. The duty cycle for this resonant-reset converter secondary side of the transformer allows only positive current to can exceed 50%, making it suitable for low-cost DC-DC con- flow through the secondary side and the snubber reduces verters that operate from wide input voltages and widely outputs. high-frequency output ringing when the converter is turned off. However, the forward converter is a preferred topology for output power in the range 100 ~ 300W. B. Self Resonant-Reset DC-DC Converter Design In this paper, a MIL-Grade 150W resonant-reset forward In self resonant-reset converter, there is no reset winding as DC-DC converter with newly devised parallel Schottky diode shown in Fig. 2. The transformer reset can be achieved by the rectifier is designed and made as a prototype. The rectifier has resonance phenomenon. This resonance is due to the resonant high power efficiency and low ripple and noise. The prototype circuit formed by the magnetizing inductance of transformer primary winding and combined capacitance of converter circuit. The combined capacitance includes the capacitance of the Manuscript received August 20, 2017. Yongseok Sim is with the School of Electronic and Electrical Engineering, switch MOSFET(M1), the inter winding capacitance of the Daegu University, Gyeongsan, Korea (Corresponding to provide phone: transformer primary and the reflected secondary diode capaci- +82-53-850-4430; fax: +82-53-850-6610; e-mail: yssim1215@ nate.com). tance. Ilbong Jung is with A&D Electronics Co. Ltd, Gumi, Korea (email: ib- jung@and-2015.com) Juangtak Ryu is with the School of Electronic and Electrical Engineering, Daegu University, Gyeongsan, Korea (e-mail: jryu@daegu.ac.kr). Jeenmo Yang is with the School of Electronic and Electrical Engineering, Daegu University, Gyeongsan, Korea (e-mail: jmyang@daegu.ac.kr). INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 6, NO. 1, OCTOBER 2017 25 Rsnb1 Csnb1 L3 60 L1 Csnb2 48V D C VIN 50 + O u tp u t V o lta g e [V ] D1 Rsnb2 C1 Lp Ls1 D2 40 C2 C3 Load VOUT Rsnb3 Csnb3 30 Csnb4 5 0 m v /d i v PWM D3 _ 20 Ls2 D4 Rsnb4 L2 M1 10 R ip p le a n d n o is e < 8 6 m V p p Parallel Diode Rectifier 0 Fig. 2. Proposed self resonant-reset forward DC-DC converter 0 5 1 0 -06 1 1 0 -05 2 1 0 -05 2 1 0 -05 T im e [s e c ] Since Schottky diode has very low forward voltage drop (VF), Fig. 3. Measured Output voltage with ripple and noise at full load and VIN=270VDC. it is appropriate in implementing DC-DC converters which require high frequency operation, low ripple and noise, and high Table I shows the measurement results. The converter was conversion efficiency. The shortcoming of this device is reverse satisfied for all specifications including cross-regulation, input voltage (VR), the maximum of which is about 150V, quite low line transients and efficiency as per MIL-STD-704 and for switching purposes. The converter is designed to operate MIL-STD-1275. under input voltage of DC 170 ~ 400V and the output of TABLE I transformer, which is in the range of 90 ~ 220V, might exceed SPECIFICATIONS OF THE PROTOTYPE the relatively low reverse voltage. When the transformer output Parameters Value voltages, which are connected to the Schottky diodes, exceed Input voltage range 170 to 400VDC the breakdown voltage of the diodes, the freewheeling diode (D2, Total output power 150 Watt D4) goes under breakdown and the rectifier fails to output Operating frequency 450~550 kHz normal output voltage. In order to prevent from entering Ripple and Noise 86mVpp Output voltage 48VDC breakdown condition in the freewheeling diodes, the rectifier is Output current 3.12A composed with two identical rectifiers in parallel and each of Efficiency 89.1% them receives just half of the secondary voltage. Load transition 0.86Vpp III. PROTOTYPE OF DC-DC CONVERTER V. CONCLUSIONS The DC-DC converter is realized in a miniature size of In this paper a 150W self-resonant-reset forward DC-DC 56.9mm×35.8mm×11.2mm aluminum case as shown Fig.3. converter is designed and developed for military applications. A parallel structured diode rectifier is proposed and made into a miniature-sized prototype, which solves the problem of low breakdown voltage of Schottky diode when it is used for switching applications. The prototype was tested against MIL specifications. As a result, the prototype converter is proven to be a military DC power supply with superior electrical per- formance compared with other converters in the market. Fig. 3. Prototype of DC-DC converter with aluminum case REFERENCES [1] Yibing Dong, Guichi Fu, “Comparison test and evaluation of importanted The dotted rectangular box in Fig. 3 corresponds to parallel and domestically produced DC-DC convetters for mlitary avionics use Schottky diode rectifier, and PCB of this converter was de- aiming at application and substitution.” IEEE, 2015 First International signed by judicious considerations of design specifications. On Conference on Reliability Systems Engineering(ICRSE), pp.1-5, 21-23 Oct. 2015 the PCB, the packaging case shown in the figure is covered. [2] Aravind Bhat, K. Uma Rao, et al, “Multiple output forward DC-DC converter with Mag-amp post regulators and voltage feedforward control for space application.” IEEE, 2016 Biennial International Conference on IV. EXPERIMENTAL RESULTS Power and Energy Systems: Towards Sustainable Energy (PESTSE), pp.1-6, 21-23 Jan. 2016 Fig. 4 shows the voltage characteristics of the prototype [3] Alan H. Weinberg; Jan Schreuders, “A High-Power High-Voltage (AnD270M48150S) of the proposed self resonant-reset forward DC-DC Converter for Space Applications.” IEEE Transactions on Power DC-DC converter. When DC 270V is applied as the input, Electronics, pp. 148-160, July 1986 PWM controller produces pulse-width modulated signal of 40% [4] Iramma Shirsi, A. N Nagashree, et al, “Self-resonant reset forward con- verter with dual-outputs for military application,” IEEE, Power Elec- duty cycle. The measured output voltage/current under load tronics, Drivers and Energy Systems(PEDES), pp.1-6, 16-19 Dec 2012 condition was 48V/3.12A, and ripple and noise was maximum [5] Naoki Murakami and Mikio Yamasaki, “Analysis of a resonant reset 86 mVpp. condition for a single-ended forward converter” in PESC’88 Record, IEEE, April 1988, pp 1018-1023 INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 6, NO. 1, OCTOBER 2017 26 Interconnectedness Analysis of Second Board Markets Phoenix Feng, Dejun Xie, and Woon Kian Chong  Abstract— This paper focuses on the cross-area analysis of stock economies of the world. With a more thorough depiction of markets, exploring the information transmission between the main information transmission between world stock markets, the board market and the second board market in the same area, and current study may also facilitate investors in their portfolio the relationship between the second board markets in four major management when multiple markets are available. markets (U.S. [US], U.K. [UK], Hong Kong [HK], and Mainland China [CN]). The results show that the second board markets are co-integrated to the main board market in US, UK and CN. Second II. LITERATURE REVIEW board markets have weaker connection with each other than that Previous research on market information mechanism was of the main board markets. Compared to the main board markets, largely framed within a single economy. Market structure and second board markets have lower interdependence. It is also found information spread pattern were of such interest: Chan et al. that foreign explanatory power of second board market is lower than that of main board in US, UK and HK. (1995) studied the market structure and intraday pattern of bid-ask spreads for NASDAQ securities; Barclay et al. (1998) Index Terms— cross-area analysis, second board market, investigated the effects of market reform on the trading costs information transmission, market interdependence, VAR model. and depths of NASDAQ stocks; Sanger and McConnell (1986) focused on the impact of the NASDAQ on the stock exchange listing, company value and market efficiency. Quotation and I. INTRODUCTION market making activities were extensively examined as well: W ITH the booming of new technology and industry as well as the increasing financial needs of small and median-sized enterprises (SMEs), second board market Christie et al. (1994) studied the lack of odd-eighth quotes in NASDAQ; Poter and Weaver (1998) explored the post-trade transparency on NASDAQ’s national market system; Chan and has become one of the most important security markets and Fong (2000) tested the relations between trade size, order plays a significant role in world economy nowadays. China, for imbalance, and the volatility-volume of NASDAQ; Rahman et example, has launched its second board market, Shenzhen al. (2002) studied the intraday return volatility process of Second Board Market (SZSB) on October 30th, 2009. NASDAQ stocks. Complementing Shanghai Stock Exchange (SHSE, the main Concerned with information flow between leading stock board stock market of China), it provides an alternative markets, Eun and Shim (1989) conducted an empirical study on capitalization venue for SMEs. The launch of second board the international transmission of stock movements. Liu et al. market is an important initiative for China to ameliorate the (1998) used Granger causality and vector autoregressive overall industry and economic structure. Other important analysis to test the international stock price movements, and second board markets around the world include National asserted the increasing interdependence of stock markets. Association of Securities Dealers Automated Quotations Strong evidence for lagged-return effect and volatility spillovers (NASDAQ) of U.S., Alternative Investment Market (AIM) of was found between the NASDAQ market and the second board U.K., and Growth Enterprises Market (GEM) of Hong Kong, markets in Asia without contemporaneous returns of main board founded respectively in 1971, 1995, and 1999. markets (Lee et al., 2004). Similar results have been found for Although there have been studies on the second board market spillover from local main board markets to the corresponding itself or the relationship between international stock markets, second board markets. The results were not sensitive to the base research regarding cross-area analysis of second board markets currency (US or local currency) used for the study. around the world is rare. Most of previous studies either concerned the information flow within a single second board III. DATA market or focused on the information linkage between major This study focuses on the relationship between second main board markets. Given the increasing importance of second board market and main board market in one area as well as the board market, the current research constitutes a dearly-needed information transmission between world’s second board endeavor to understand how the main and second board markets markets. The study concentrates on four areas: U.S. (US), U.K. co-function with one another across different regions and (UK), Hong Kong (HK) and Mainland China (CN). The data used are the main indices for each market. The main board Phoenix Feng (h.feng2@lse.ac.uk) is with the Department of Statistics, markets indices used are NYSE composite (US), FTSE all-share London School of Economics and Political Science. (UK), Hang Seng (HK), and Shanghai composite (CN). Dejun Xie (Dejun.Xie@xjtlu.edu.cn) is with the Department of NASDAQ composite (US), FTSE AIM (UK), S&P GEM (HK), Mathematical Sciences, Xian Jiaotong Liverpool University. Woon Kian Chong (Woonkian.Chong@xjtlu.edu.cn) is with the and SZSB (CN) are used for the second board markets. International Business School at Suzhou, Xian Jiaotong Liverpool University. Due to the time difference, the markets in these regions are INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 6, NO. 1, OCTOBER 2017 27 not in trading at the same time. For calibration, Greenwich Mean Time is used to define the date of the trading to overcome the time-gap issue. The daily closing prices from Yahoo Finance are collected and used for the period from June 1st, 2010 to March 12th, 2012, totaling 464 observations for each of the eight market indices. IV. RESULTS AND ANALYSIS A. Linkage between Second and Main Boards Let lnPt denote the natural logarithm of the stock price of each market drawn from the examined period. The regression equations for the time series of each market index are p−1 ADF: ΔlnPt = α + η ln Pt−1 + ∑ γiΔ ln Pt−i + εt , (1) i=1 PP: Δ ln Pt = α + η ln Pt−1 + εt , (2) where ΔlnPt = lnPt − lnPt−1. The hypotheses for ADF and PP tests are, respectively, H0: η = 0, lnPt has unit root and is non-stationary; The co-integrations between the main board markets and H1: η ≠ 0, lnPt has no unit root and is stationary. second board markets were examined for all of the four areas: U.S., U.K., Hong Kong and Mainland China. The regression Correspondingly, the regression equations for the first equation for the time series is difference time series of each market are ADF: Δ(Δ ln Pt) = α + η ΔlnPt−1 ln Pt = α + β ln MPt + εt (5) p−1 + ∑ γi Δ(ΔlnPt−i) + εt , (3) where lnPt and lnMPt are the nature logarithms of the closing i=1 prices of the second board markets (dependent variable) and PP: Δ(Δ ln Pt) = α + η Δln Pt−1 + εt , (4) main board markets (independent variable), respectively, and εt is the white noise error. The corresponding residual series is where Δ(Δ ln Pt) = Δ ln Pt − Δ ln Pt−1. The results are shown in Table 1. We tested the unit roots of second board markets and main board markets for U.S. (US), (6) U.K. (UK), Hong Kong (HK), and Mainland China (CN). For where α̂ and β̂ are the estimated coefficients. With ADF each market, the Augmented Dickey-Fuller (ADF) test and stationary test, the following regression is tested: Phillips-Perron (PP) test were applied for both the level time series and the first difference of the time series. For the level time series (lnPt ), all the eight market indices are not significant to reject the null hypothesis of η = 0, as the (7) t-statistic is less than the critical value. Thus the processes have where and μt is the white unit roots and are non-stationary. However, under the first noise. To determine the optimal lag length p of the time series, difference condition (ΔlnPt ), the t- statistics exceed the critical the Schwarz Criterion (SC) algorithm is applied using value at the 1% significance level, so the null hypotheses are EVIEWS. The corresponding hypotheses for rejected, implying that each market index series is stationary residual ADF unit root test are after such transformation. As a result, there exists stationarity in nature for the return of each market index price, although the H0: η = 0, εt is non-stationary, and Pt and MPt are not raw data of the logarithm of the closing prices of these markets co-integrated. do not show stationarity. H1: η ≠ 0, εt is stationary, and Pt and MPt are co-integrated. The results of ADF co-integration test are presented in Table 2. Differences are observed when examining the t-statistic of η from the test regarding different markets under review. For US, the second board market (NASDAQ) and the main board market (NYSE) are co-integrated at 5% level of significance as shown by the corresponding t-statistic, while the co-integration relationship between UK second board market (AIM) and main INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 6, NO. 1, OCTOBER 2017 28 board market (LSE) is significant at 1% level. However, the already become one of the major influential stock markets second board (GEM) and main board market (HKSE) in HK are throughout the world. Although there could be connections not co-integrated through this test. CN’s second board market between price movements of NASDAQ and NYSE, NYSE is (SZSB) is co-integrated with the main board market (SHSE) at not the leading price determinants of NASDAQ. 10% significance level. Such difference in co-integration outcomes could be caused by the difference of the trading policy and mechanism for each area. As not all test results show significance of co-integration for these areas, the usual subsequent tests based on the con-integration assumption, such as the error correction model (ECM), do not apply. B. Interaction within Second Board Markets The analysis of the residual test based on the VAR model explores the degree of interdependence of each market among the chosen group. The residuals (innovations) depict the unexpected market returns that cannot be predicted by past Note that the original natural logarithm series of the prices are information. The results reported in Table 4 provide a sense of non-stationary, whereas the return series (first difference of the the degree of information reception between different markets. original series) are stationary. As a result, Granger causality test Statistics shows that the correlation coefficients between each can be applied to the return series. The test was conducted using pair of main board markets are substantially higher than that of five lag length as commonly accepted across literature. The second board markets, suggesting the lower interdependence of equation of testing whether the main board market return MRt second board markets. While the correlation between UK and Granger-causes the second board market return Rt is formulated HK markets are basically maintain in the same level from as 0.4618 to 0.4479, the correlations of all other second board market pairs are only at about the half level of their main board 5 5 market pairs. In particular, second board market correlation Rt = α + ∑ βjRt−j + ∑ γkMRt−k + εt , (8) between US and CN, 0.0939, is only 40% of that between the j=1 k=1 main board pair. where Rt is dependent variable while MRt reflects the independent variable, and εt is a white noise. F-test is used to test the causality (γk = 0) for each k, with the following hypothesis: H0: MRt does not Granger-cause Rt; H1: MRt does Granger-cause Rt. The null hypothesis H0 would be rejected if the F - statistic is greater than the critical value of F(5,452). The results are shown in Table 3. The Granger-causality is not the same across the four stock markets under study. The statistics are significant enough to claim that the main board markets Granger-cause their own second board markets for all the areas except US. In UK, it exhibits a 1% significance that the main board market (LSE) Granger-causes its second board market (AIM). The second board markets of HK and CN are Granger-caused by their respective main boards at 5% level of significance. The reason of the US main board market (NYSE) does not Among the main board group, the degree of interdependence Granger-cause the second board (NASDAQ) could be that the between US and UK markets is highest, followed by that size of NASDAQ is too large to be unilaterally influenced by between HK and CN markets. Comparatively, the US and CN NYSE. As known, NASDAQ, although newly developed, has markets are relatively independent, with a low coefficient of INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 6, NO. 1, OCTOBER 2017 29 0.2240. While in the second board markets group, the US and [7] Granger, C.W.J. (1969). Investing causal relations by CN markets remain independent compared to others. However, econometric models and cross-spectral methods. the UK and HK markets show unexpected high correlation. Econometrica. 37(3), 424-438. One possible explanation for such results may be provided [8] Lee, B.S., Rui, O.M., and Wang, S.S. (2004). Information from economics perspective. The main board markets contain transmission between the NASDAQ and Asian second all kinds of industrial stocks, such as iron and steel stocks, board markets. Journal of Banking & Finance. 28, which can be significantly influenced by the global industrial 1637-1670. economy in overall. Nevertheless, most stocks in second board [9] Liu, Y.A., Pan, M.S., and Shieh, J.C. (1998). International markets are technology and innovation related, and much more transmission of stock price movements: evidence from the diversified in terms of industry line as well as company profiles. U.S. and five Asian-Pacific Markets. Journal of As a result, the second board stocks are relatively independent Economics and Finance. 22(1), 59-69. of each other due to its market features, leading to the lower [10] Phillips, P.C.B., and Perron, P. (1988). Testing for a unit root in time series regression. Biometrika. 75(2), 335-346. observed correlation coefficients. [11] Poter, D.C., and Weaver, D.G. (1998). Post-trade transparency on Nasdaq’s national market system. Journal V. CONCLUSION AND LIMITATION of Financial Economics. 50(2), 231–252. The cross-area analysis in this paper focuses on the [12] Rahman, S., Lee, C.F., and Ang, K.P. (2002). Intraday information transmission between the main board market and return volatility process: Evidence from Nasdaq stocks. the second board market in the same area, as well as the Review of Quantitative Finance and Accounting. 19(2), relationship between the second board markets in four areas 155-180. U.S., U.K., Hong Kong, and Mainland China). All the eight [13] Sanger, G.C., and McConnell, J.J. (1986). Stock exchange stock indices from the four areas manifest non-stationary in the listing, firm value and security market efficiency: The respective logarithm series of the closing prices, but evince impact of the NASDAQ. Journal of Financial and stationarity in the time series of the returns of each stock market. Quantitative Analysis. 21(1), 1-25. There is strong evidence that the second board and main board [14] Sims, C.A. (1980). Macroeconomics and reality. markets have long run relationship in US, UK and CN. Econometrica. 48(1), 1-48 However, such co-integration is not evidenced in HK markets. Only the US market denies the Granger causality test between main and second board markets. All the other areas in the study demonstrate that the main board market Granger-causes the second board market. The residual correlation test with the VAR model shows that the second board markets have weaker connection with one another compared to the main board markets. REFERENCES [1] Barclay, M.J., Christie, W.G., Harris, J.H., Kandel, E., and Schultz, P.H. (1998). Effects of market reform on the trading costs and depths of NASDAQ stocks. Journal of Finance. 54(1), 1-34. [2] Chan, K., and Fong, W.M. (2000). Trade size, order imbalance, and the volatility- volume relation. Journal of Financial Economics. 57(2), 247-273. [3] Chan, K.C., Christie, W.G., and Schultz, P.H. (1995). Market structure and the intraday pattern of bid-ask spreads for NASDAQ securities. Journal of Business. 68(1), 35-60. [4] Christie, W.G., Harris, J.H.,and Schultz, P.H. (1994). Why do NASDAQ market makers avoid odd-eighth quotes? Journal of Finance. 49(5), 1813-1840. [5] Dickey, D.A., and Fuller, W.A. (1979). Distribution of the estimators for autoregressive time series with a unit root. Journal of the American Statistical Association. 74, 427-431. [6] Eun, C.S., and Shim, S. (1989). International transmission of stock market movements. Journal of Financial and Quantitative Analysis. 24(2), 241-256. INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 6, NO. 1, OCTOBER 2017 30 Classification of Data Characteristics in Health Care Industry (Summary) Youwei Ma and Kaiyu Wan  Abstract—With the fast development of information and manually labeled data from the front-end, and b) transferring communication technology, there are large amount of data which data to the back-end to implement classification on different may contain potential values emerging from the health care V's. This project mainly focuses on the latter phase of the industry. As a substantial part of data mining, classification will experiment, whose objective to achieve the classification. The accelerate the process to extract these values. In this context, an investigation of big data from health care industry in aspects of classification is realized by the machine learning methodologies data characteristic and classification is developed, which tries to provided by some scientific tools; with the aid of these tools, we execute a classification on health care data by their characteristics. can achieve the goal that verify whether the manual The characteristics are suggested by the data sources and the classification pattern is applicable according to the interactions between different actors. It is believed that with the performance. The result can provide some guidance on appropriate classification based on a good understanding of data developing a suitable learning model to particular V's so that characteristics, the efficient analysis can be achieved. can be referenced in the future work, and it is considered as the In this paper a realization of the experimental classifying platform is presented, which checks the validity of the manual most important value of this paper. classification pattern to determine whether it is applicable when executing machine learning methods. The pattern reflects how data from health care sector with different characteristics are II. BACKGROUND labeled by professionals. The specification of design and implementation are described, and the evaluation to assess the This project applies three single-label classification (SLC) performance of classification is presented; based on the evaluation methods: a) C4.5 Decision Tree [3], b) k-Nearest Neighbors [4], results, the manual classification pattern is validated. This project c) Naive Bayes [5], and two multi-label classification (MLC) is expected to provide some guidance to the classification pattern methods: a) Random k-Labelsets [6], b) Multi-Label k-Nearest which can be applied for the implementation of automatic data Neighbors [7]. The SLC is used in one-to-one classification, classification, and bring some insights on constructing while the MLC covers another condition that an object may classification systems. Index Terms—Data Classification, Data Characteristics, Health have multiple labels simultaneously. These classifiers are Care Industry working with different principles so that we can validate the performance comparatively. We apply Weka [8] to implement SLC, and Mulan [9] to implement MLC. These tools provide I. GENERAL INTRODUCTION Java libraries, so that we can call the necessary functions T HIS paper describes a simulated experiment in the context through Java API and integrate all required functions into one of the emerging of ``Health-care Big Data (HBD)'' in the system. health care industry, based on an investigation on characteristics and classification of HBD [1]. The basic idea of this investigation is to conduct data classification on HBD, which is III. DESIGN AND IMPLEMENTATION believed to be helpful to the diseases analysis and treatment. To We put forward detailed illustrations of data requirements specify, the data classification in this experiment is based on and system architecture, after that we implement the design by data characteristics which includes five dimensions of V's: Java with the requisite libraries provide by Weka, Mulan and Volume, Velocity, Variety, Veracity, and Value [2]; each jdom2 [10]. record of HBD will be allocated to one label class under each In the requirement of data, the specification of each V's is V's, and finally it will generate a specific label sequence provided as well as the labels it contains. Moreover, as we aligning to all dimensions of V's. We hope by a suitable assume the data characteristic reveals the nature of data, the presentation of data characteristics the efficient analysis of detailed data attributes are also elaborated so that can be used as HBD can be achieved; for example, under different V's there the classification foundation. These attributes should be related may be distinct analyzing objectives. to the nature of data, including data type, update frequency, The experimental platform simulates the architecture generating mode, size, source and security level. The labeled developed by [1], which divides the classification process into data with specific attributes will be generated in the first-end two phases: a) generating Comma-Separated Values (CSV) system and be transferred to the back-end system for classifying. Youwei Ma and Kaiyu Wan are with Xian Jiaotong Liverpool University, In the system design, the architecture of the experiment Suzhou, China. INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 6, NO. 1, OCTOBER 2017 31 platform is illustrated in four models: context model, pipe and [8] G. Holmes, A. Donkin, and I. H. Witten, “Weka: A machine learning workbench,” in Proc. Second Australia and Nes Zealand Conf. on filter architecture, activity diagram and class diagram. In Intelligent Information Systems, Brisbane, Australia, 1994. context model, it shows the cooperation of the front-end and the [9] G. Tsoumakas, E. Spyromitros-Xioufis, J. Vilcek, and I. Vlahavas, back-end systems, which lead to the integration of data “Mulan: A java library for multi-label learning,” Journal of Machine generation and data classification. In pipe and filter architecture, Learning Research, vol. 12, pp. 2411–2414, 2011. [10] jdom.org, “Mission,” 2017. [Online]. Available: it explains the process of the experiment from data input to http://www.jdom.org/mission/index.html output, as well as the functional components in the back-end system. The activity diagram generally shows the flow of activities to conduct the SLC and MLC, while the class diagram shows the physical structure of the system. The implementation of the platform follows the design of above models. As the SLC and MLC have different requirements on data, the two classifications are running separately. Firstly the data gathering function is achieved based on traversing the data folder and write all data into the summary sheet. In SLC, the classification is running on three labels of five V's; during the classification on each one of these labels, the unrelated columns are removed. In MLC, it should achieve function of format converting that converting CSV into Attribute-Relation File Format (ARFF) and at same time generating a XML file with label names. The way to conduct the classification is 10-fold cross-validation, which is considered to be efficient and effective in this experiment. IV. CLASSIFICATION AND EVALUATION As the reason that SLC and MLC imply different evaluative measurements, we put forward the appropriate evaluation sheet for each classification to evaluate the performance of the selected algorithms. The result shows that the k-Nearest Neighbors achieves the highest performance in SLC, where as in MLC, the Random k-Labelsets shows a general ideal performance (except some uncertain factors). The information concluded from these results can be used as a reference in the future work, not only in the modifying of manual classification pattern to produce a suitable learning model, but also in the constructing of the automatic classification system. REFERENCES [1] K. Wan and V. Alagar, “Characteristics and classification of big data in health care sector,” in 2016 12th International Conf. on Natural Computation, Fuzzy Systems and Knowledge Discovery, Changsha, 2016, pp. 1439–1446. [2] W. Vorhies, “How many ”v’s” in big data? the characteristics that define big data,” Data Science Central, 2014. [Online]. Available: http://www.datasciencecentral.com/profiles/blogs/how-manyv-s-in-big- data-the-characteristics-that-define-big-data [3] J. R. Quinlan, C4.5: Programs for machine learning. San Francisco: Morgan Kaufmann Publishers, 1993. [4] D. Aha and D. Kibler, “Instance-based learning algorithms,” Machine Learning, vol. 6, pp. 37–66, 1991 [5] G. H. John and P. Langley, “Estimating continuous distributions in bayesian classifiers,” in Eleventh Conf. on Uncertainty in Artificial Intelligence, San Mateo, 1995, pp. 338–345. [6] G. Tsoumakas, I. Katakis, and I. Vlahavas, “Random k-labelsets for multi-label classification,” IEEE Transactions on Knowledge and Data Engineering, vol. 23, no. 7, pp. 1079–1089, 2011. [7] M. Zhang and Z. Zhou, “Ml-knn: A lazy learning approach to multi-label learning,” Pattern Recogn., vol. 40, no. 7, pp. 2038–2048, 2007. INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 6, NO. 1, OCTOBER 2017 32 Advances in Diabetes Analytics from Clinical and Machine Learning Perspectives Yakub Sebastian, Xun Ting Tiong, Valliappan Raman, Alan Yean Yip Fong, and Patrick Hang Hui Then  Abstract—Diabetes mellitus is among the most prevalent This paper provides a concise review of the current research chronic diseases affecting the world’s population today. With the progress in diabetes analytics. We define diabetes analytics as increasing costs associated with diabetes treatments and any computer-based or computer-assisted analytical method for management, finding the effective early diabetes detection and deriving useful and actionable knowledge from diabetes-related screening tools or methods has become the overarching goal for most contemporary diabetes research. Machine learning methods datasets. The current paper is prepared as part of an ongoing offer a new approach to diabetes analytics that is well-suited to large scale LIFECARE epidemiology study in the state of today’s Big Data requirements. They could overcome many Sarawak, Malaysia. The LIFECARE (LIFE course study in constraints inherent in many traditional statistical modeling CARdiovascular disease Epidemiology) project is cohort study approaches. In this paper, we offer concise yet detailed discussions which aims to examine the link between environmental factors, on the current progress in diabetes analytics. We also point to including psychosocial factors, exercise, smoking, and alcohol several promising research directions in this area. intake, and common cardiovascular risk factors such as obesity, Index Terms— Machine learning, health informatics, diabetes diabetes mellitus, hypertension and dyslipidemia [5]. analytics, review. This review complements other more comprehensive surveys on the topic [6], [7]. Specifically, we make the following contributions. Firstly, this paper surveys the progress in diabetes I. INTRODUCTION analytics from the point-of-view of both clinical researchers and T YPE 2 diabetes mellitus is characterized by prolonged machine learning researchers. In contrast, [7] focused primarily hyperglycaemia which arises to an array of dysfunctions. In on reviewing machine learning applications, whereas [6] only 2013, it was estimated that around 382 million world population emphasised on the sensory technologies in diabetes had diabetes and the number is likely to increase to 592 million management. Secondly, this review also highlights the potential by 2035 [1]. According to the American Diabetes Association, contribution of deep learning algorithms to diabetes analytics. individuals diagnosed with diabetes incur average medical Miotto et al. [8] recently gave an excellent review of deep expenditures about 13,700 USD per year, 2.3 times higher than learning applications in healthcare but their focus is not specific that of a healthy individual in America [2]. But in reality the to the diabetes research. To our knowledge, this paper is the first burden could be much higher due to indirect costs such as to touch on the applications of deep learning algorithms in the reduced productivity, the inability to work, and early mortality context of diabetes analytics. [2]. We organize this paper as follows. Section II gives an To alleviate these increasing financial burdens, it is crucial to overview of the main taxonomy used for classifying diabetes devise better diabetes prediction and screening tools. Early analytics approaches. This is followed by Section III and VI detection and treatment could reduce the incidence of which discuss several selected methods in more detail. Section diabetes-related complications, thus reducing the indirect costs V identifies the future research challenges and opportunities in of treatment. The incidence of diabetes strongly correlates with diabetes analytics. Finally, we present the conclusion in Section lifestyle factors, diets and the level of physical activities [3]. VI. Consequently, having effective computer-based methods for identifying groups with high risk of diabetes and subsequently II. THE TAXONOMY OF DIABETES ANALYTICS APPROACHES encouraging the necessary lifestyle changes could delay the We adopt Breiman’s two cultures of statistical modeling to onset of diabetes [4]. categorize the current diabetes analytics methods into two approaches: Data Model approach and Machine Learning This work is supported by the Fundamental Research Grant Scheme (FRGS) approach [9]. The data model approach assumes that data is ref. FRGS/1/2016/ICT02/SWIN/02/1 granted by the Ministry of Higher generated by a stochastic data model, where the output is Education Malaysia. predicted by estimating the parameters of the input data [9]. Y. Sebastian, V. Raman and Patrick H. H. Then are with the Faculty of Engineering, Computing and Science, Swinburne University of Technology More specifically, it assumes that the ‘right’ data model is Sarawak Campus, Kuching 93350, Sarawak, Malaysia (correspondence e-mail: known from the outset of an analysis and that the goal of ysebastian@swinburne.edu.my). statistical modeling is to merely fit this model into the data. X. T. Tiong and Alan Y. Y. Fong are with the Clinical Research Centre, Sarawak General Hospital, Kuching, Sarawak, Malaysia. On the contrary, the machine learning approach (equivalent to Breiman’s algorithmic modeling culture) views data output INTERNATIONAL JOURNAL OF DESIGN, ANALYSIS AND TOOLS FOR INTEGRATED CIRCUITS AND SYSTEMS, VOL. 6, NO. 1, OCTOBER 2017 33 as arising from an unknown input-output mapping process and Selvin et al. [19] used the Kaplan-Meier model to estimate the overarching goal of statistical modeling is to learn a function 10-year incidences of diabetes. Regardless of the models, the or an algorithm that best approximates this mapping process [9]. key ingredient to applying survival analysis is having the This paradigm shift has led to many new creative techniques in sufficient amount of data that describes the time-to-event, as data modeling. In the following sections, we shall discuss well as the status at the time of the event. In diabetes survival specific examples of both approaches in more detail. analyses, datasets required for performing survival analysis typically record data from different time points and the specific III. THE DATA MODEL APPROACH status at those points, e.g. ‘diabetic’ or ‘nondiabetic’, following As mentioned previously, the data model approach assumes longitudinal studies that span several years. Finally, these that the generative process of data can be explained by a limited datasets normally contain specific endpoints which mark the set of data models. There are two main tasks associated with this end of a study follow-up [16]. approach: prediction and correlation [9]. Data models used to From the analytics point-of-view, the data model approach perform these tasks are typically limited to the regression has some limitations. By insisting only on a set of data models to models, such as logistic regression, and the survival analysis use, statistical modeling is practically constrained to a limited models [9]. number of regression models [9]. The focus on fitting data models could also lead to irrelevant theories and conclusions A. Logistic Regression about the data. Ultimately, it discourages researchers from Logistic regression (LR) is widely used in classification tasks exploring other alternative models and more creative solutions and is also frequently applied to evaluate in the correlation [9]. between input variables to a binary outcome, e.g. presence and absence of a disease. It uses the information in a given dataset to IV. THE MACHINE LEARNING APPROACH estimate the odds of an outcome by means of a regression This section reviews the second approach to diabetes equation [10]. Furthermore, it is common to introduce adjusted analytics: the machine learning approach. Unlike the first, it is models to remove any confounding factors which might lead to characterized by the increasing adoption of the data-intensive false positives [10]. scientific paradigm and machine learning-oriented applications. For diabetes analytics, LR is often used to identify specific The data-intensive scientific paradigm views the increasing biomarkers in diagnosis of diabetes. A biomarker refers to a volume and variety of today’s data as invaluable computational broad range of biological indicators that can be objectively assets that could help solve challenging real-world problems measured from outside the patient with certain accuracy and [20], [21]. reproducibility [11]. Understanding the relationships between Kavakiotis et al. [7] recently gave a comprehensive survey on biomarkers of a specific disease and the clinical outcomes of the the applications of machine learning on diabetes analytics. They related treatments is vital to improving chronic disease subdivided these applications into categories of task, such as management such as diabetes. For instance, Rhee et al. [12] diabetes biomarkers evaluation, diabetes prediction, and applied LR to investigate the efficacy of lipid profiling diabetes comorbidities discovery. We follow the taxonomy biomarker in predicting diabetes. The authors concluded there recommended by [7], but with an important addition of is a relationship between lipid acyl chain content and diabetes reviewing deep learning applications. risk. LR has also been used for identifying the strength of association between anthropometric obesity indicators with the A. Diabetes Biomarkers Evaluation future Type 2 diabetes risk [13]. Lastly, using logistic Hemoglobin A1c (HbA1c) is widely regarded as the regression helped identify prevalence of diabetes and estimate gold-standard biomarker for evaluating the clinical efficacies of the number of people with diabetes for year 2013 and 2035 in a most antidiabetic drugs. Unfortunately, collecting HbA1c test recent epidemiology study [1]. results from large population studies is expensive [22]. Machine learning can be used to identify other potential diabetes B. Survival Analysis biomarkers. Biomarkers evaluation problem is distinct from a Survival analysis comprises of a set of methods for analyzing diabetes prediction task as the primary focus here is to evaluate data where the outcome variable is the projected duration until the performance of various existing diabetes biomarkers as a the occurrence of a specific event of interest, for example death feature selection problem [7]. or disappearance of a tumor [14], [15]. There are different types The efficacies of common feature selection methods have of survival analysis method: parametric models (e.g. Weibull), been studied [7]. For instance, [23] observed the superior nonparametric models (e.g. Kaplan-Meier) and semiparametric performance of the wrapper method over the filter method on 55 models (e.g. Cox proportional hazards regression) [16]. different features. Aside from feature selection methods, a The Cox proportional hazards regression model and the variant of the Random Forest algorithm has also been used to Kaplan-Meier model are among the most popular models for evaluate the performance of different features in predicting the survival data analysis in clinical medicine [14], [17]. For glucose concentrations in Type I diabetes patients [24], [7]. instance, [18] applied Cox model to find the association Unsupervised association rules were used to identify the between different factors leading to prediabetes and diabetes. associations among diabetes risk factors [25] (in [7]). 
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